
I. INTRODUCTION

Abstract- In this paper, low power and high speed 4x4 
bit multipliers are presented. The full adder and a half 
adder blocks used in these multipliers are designed 
using adiabatic and transmission gate techniques 
respectively. The multiplier circuit is implemented 
using Dadda algorithm. This circuit is simulated in 1P-
9M Low-K UMC 90nm CMMOS process technology 
(cadence Virtuoso). The circuit operates at clock 
frequency of 5.46 and 8.54 GHz and dynamic average 
power of 2.667 and 1.139 mW respectively, at room 
temperature of 27˚C and 1.9V supply voltage. 

II. LITERATURE REVIEW

In our proposed design, we implemented 4x4 bit 
multiplier using CMOS Schematics analysis on the 
basis of PDP (Power delay product). Nemours 
multipliers have been used but power delay and area of 
these multipliers are moderately outsized, ur approach 
proposed power efficient and high performance 4x4 bit 
multiplier using two circuits designs. The first proposed 
design is Adiabatic logic based full adder and the 
second proposed design is transmission gate logic 
based full adder. By using these two logics, a reduced 
PDP will be obtained. Moreover, paper is described as 
follows. Some previously implemented multipliers are 

presented in section # 02, the proposed design is 
presented in section # 03, results and conclusion is 
discussed in section # 04 and section # 05, respectively.

Keywords- Dadda Tree Reduction Algorithm, 
Adiabatic logic, Transmission gate logic, 4x4 bit 
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 For the sake of improvement in PDP, different logic 
designs are presented. PTL is very good choice for the 
digital circuits, so that the circuit draw low power [1]. 
There are different types of PTL circuits [2, 3]. These 
circuits draw a very small node capacitance that 
increases speed of the circuit, due to less number of 
transistors. If this logic is being used in the multiplier 
circuit, throughput will be increased [4]. As multipliers 
are based on full adder blocks, give reduced delay and 
the static power, hence provides energy efficient 
performances [1, 5].  Multipliers in which reversible 
logic is used will have reduced power [6, 7, 8]. An 
intermediate stage i.e. partial product generator is used 
for efficient operation. In order to reduce the partial 
products, Booth encoder and modified Booth encoder 
are used [9]. In the circuits, where speed is not an 
important issue (i.e. at various places/ applications 
where speed of the circuit does not matter, e.g. 
universities labs), sequential circuits are implemented. 
In recent past, many parallel and sequential circuits for 
multipliers are implemented [10]. If an asynchronous 
(clock independent) circuit has to be implemented, Null 
Conventional Logic (NCL) is used, and to increase its 
performance a circuit is proposed in [11]. Pass 
transistor logic (PTL) based multipliers gives a lower 
PDP [12]. An energy-delay efficient multiplier is also 
implemented [13]. Data driven dynamic sum logic 
(D3L) and reduced-split precharge-data driven 
dynamic sum logic (rsp-D3Lsum) adders are also 
presented, which gives good performance without 
additional power dissipation [14, 12]. Another 
multiplier in which row passing technique is used is 
also presented i.e. Bypass Multiplier, gives reduced 
power dissipation [15]. Vedic multiplication is another 
technique which gives low power dissipation as well as 
high speed [16]. Another multiplier technique reduces

 Operation of multiplication is widely used in all 
fields, e.g. digital signal processing, digital image 
processing and digital communication applications. 
Multipliers having low power delay products (PDPs) 
are very useful for these applications. To reduce PDP of 
multiplier, many approaches are used. To reduce PDP 
and to increase speed of the multiplier, different logics 
of full adder are implemented, as full adder is a main 
building block of the multiplier. Different existing 
algorithms for implementation of 4x4 bit multiplier for 
the optimization of delay and power are compared e.g. 
Dadda, Wallace, Vedic, Booth.
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stii. 1  Dadda stage contains 2 Has.

iv. 13 bit pipeline register is used to store the results 
stof 1  pipeline stage.

3.1.1. Stages of Dadda Tree Reduction Algorithm

2Number of FAs will be N  - 4N + 3 and the number of 
Has will be N - 1.

The result is stored in 8 bit pipeline register.

Figure 1 Block Diagram of Dadda Tree Algorithm 
based Multiplier

st ndFor every stage of addition (i.e. stage 1  to 2  and then 
nd rd2  to 3 ) result cannot be evaluated until the previous 

output carry is calculated. This carry propagation will 
cause a large delay. To solve this problem, Dadda tree 
reduction algorithm is used. The first step is the 
rearrangement of the partial products to make a tree. 
The height of the tree is N i.e. 4 for 4x4 bit multiplier.

By the use of Dadda tree reduction algorithm, the height 
of the tree will be reduced from 4 to 2. But there is a 
limit for Dadda algorithm, i.e. in each stage, maximum 

ndreduction is 1.5 times. The height will be 3 at the 2  last 
rdstage i.e. (2x1.5=3) and for the 3  last stage, the height 

will be 4 i.e. (3x1.5=4.5 round off to 4). Hence, for 4x4 
bit multiplier, tree height for each stage will be;

ndii. 2  stage height=3

sti. 1  stage height=4

stThe 1  pipeline stage contains following steps;

rdiii. 3  stage height=2

Figure 2 Comparison of different Gates

stFor 1  stage, height of 4 can be reduced to 3 by use of 
thHA or FA. Only 4  column's height is 4, so it is reduced 

thto 3 by using a HA. Output carry will propagate from 4  
rd rdcolumn to 3  (L.H.S), i.e. the height of 3  stage will be 

rd4. For the reduction of 3  column's height another HA 
will be required. In the same way, height of first stage 

stwill be reduced. Both HAs of 1  stage are working 
parallel, so they both don't wait for each other's results.

Using Dadda tree reduction algorithm, stages of the 
multiplier are reduced; hence the delay is also reduced. 
For 4X4 bit multiplication, 16 numbers of partial 
products are produced, which reduces the height of the 
tree from 4 to 2. 

3.1.1.1. Pipeline Stage 1

3.1. Dadda Tree Reduction Algorithm

i. Generation of 16 partial products.

ndiii. 2  Dadda stage contains 1 HA and 3 Fas.

3.1.1.2. Pipeline Stage 2
This stage contains following steps;
i. 13 bit pipeline register data is read.
ii. 1 HA and 5 FAs are used in this stage.

3.2. Partial Product Generator
Partial product generator block generates partial 
products. AND gate is used to generate these partial 

2products. N  Number of partial products will be 
generated, so for 4x4 bit multiplier, 16 numbers of 
partial products are generated. So 16 numbers of AND 
gates will be required for this purpose. Power 
consumption, Delay and PDP of AND gate from the 
approaches is given below:

 In this paper, two possible designs for 4x4 bit 
multipliers are proposed. The first one is adiabatic 
CMOS logic based multiplier, in which adiabatic 
CMOS logic based Half Adder and Full adder, using 
Dadda tree reduction algorithm implements the 
multiplier. This approach will decrease the delay and 
hence overall PDP will also be reduced. The second 
implementation of the multiplier is using TG CMOS 
logic, in which Full Adder and Half Adder are 
implemented using TG CMOS logic, and through 
Dadda tree reduction algorithm multiplier is 
implemented. Using TG based Multipliers PDP will be 
decreased more. At the end of the paper, many of the 
multipliers w.r.t to their PDPs is compared. A brief 
review of Dadda tree reduction algorithm is presented 
below [12].

complexity in the design as well as it also reduces area 
and power [17]. 

III. PROPOSED APPROACH
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Table 1 PDP Comparison of different Schematics

Figure 3 Comparison of Different AND Gates

Three techniques Multiplier, in which Adiabatic CMOS 
logic is used, would allow transfer of charge without 
significant heat losses [18].

3.2.1. Full Adder
Equations for full adder are;

Full Adder is implemented using two techniques i.e. 
Adiabatic CMOS Logic and Transmission Gate Logic.

3.2.1.1. Adiabatic CMOS Logic
Using this logic, a capacitor is added to the drain of the 
transistors. As only one capacitor is added that is why 
the delay caused by this one capacitor is less than delay 
of pull down network). In this way, the power 
dissipation will be reduced and PDP will also be 
reduced vice versa. The gate designs and equations for 
this approach are given below:

Using above formula, C  can be calculated [18]. The L

parameters required for this formula are mentioned in 
Table 2.

Figure 5 Full Adder Design for Adiabatic CMOS 
Logic

Calculations for PDP for the proposed design which is 
shown in Figure 5. So for its critical path, delay will be 
given is following cases:

i. CASE I 
A=0; B=1; C=1

transistors are ON, from which two are in parallel, it 
means, 3 PMOS transistors will be considered while 
calculating the delay. For carry out; B, S and C are ON, 
so, C1 is off and C2 is ON, so, Cout =1. It means, 4 
NMOS are ON and none of them are parallel. So the 
total delay will be dependent upon 3 PMOS and 4 
NMOS transistors.

Figure 4 Case I Schematics

A=1; B=0; C=1 In this case, for sum, B and A are ON, 
that is why S=1. C = 0 and S = 0, so that Sum=0. In this 
case, 4 PMOS transistors are ON, from which two are in

ii. CASE II

Technical Journal, University of Engineering and Technology (UET) Taxila, Pakistan   Vol. 24 No. 4-2019
ISSN:1813-1786 (Print)  2313-7770 (Online)

17



ISSN:1813-1786 (Print)  2313-7770 (Online)
Technical Journal, University of Engineering and Technology (UET) Taxila, Pakistan   Vol. 24 No. 4-2019

18

parallel, it means, 3 PMOS transistors will be 
considered while calculating the delay. For carry out; A, 
S and C are ON, so, C1 is off and C2 is ON, so, Cout=1. 
It means, 4 NMOS are ON and none of them are 
parallel. So the total delay will be dependent upon 3 
PMOS and 4 NMOS transistors.

Logic gates which are used to make a full adder are 
made by transmission gate logic. The designs for the 
gates are given in Figure 7. 

Figure 8 Full Adder Design for Transmission Gate 
Logic

In this case, for sum, as for A=0; S=B=0 (XOR gate).

3.2.1.2 Transmission Gate Logic

Figure 7 Transmission Gate Approach for Gates

Here's the PDP calculation for the proposed design in 
Figure 7.

I. CASE I
A=0; B=0; C=0

Figure 6 Case II Schematics

Simulations results are shown in the Table 3.

Table 3 Adiabatic Simulation Results
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Figure 9 Case I Schematics

ii. CASE II
A=0; B=0; C=1

As S=0 so, Sum=C=0 (XOR gate). For this case, 2 TGs 
are ON. For Carry out, as A=0 so, C1=A=0 (AND gate) 
and S=0 so, C2=S=0 (AND gate). In the last block of 
Cout, as C2=0 so, Cout=C1=0 (OR gate). For Cout 

stcase, 3 TGs are ON. Total TGs are 5 but two of them (1  
stTG of Sum and 1  TG of Cout) are working in parallel, it 

means 4 TGs are working for this circuitry. Except TGs, 
there are, 5 inverters are also working, inverters for A, B 
and C work in parallel manner and inverters for C2 and 
S. So, 3 numbers of inverters are working in this 
circuitry. It means, as a result delay is dependent upon 
4TGs and 3 inverters' delays.

Half adder is also made from the same principle.
Simulation results are as follows:

By using eq.9 and eq.10, the overall delay for the 
critical path is

Simulations results are given in Table 4.

3.2.2. Half Adder

In this case, for sum, as for A=0; S=B=0 (XOR gate). As 
S=0 so, Sum=C=1 (XOR gate). For this case, 2 TGs are 
ON. For Carry out, as A=0 so, C1=A=0 (AND gate) and 
S=0 so, C2=S=0 (AND gate). In the last block of Cout, 
as C2=0 so, Cout=C1=0 (OR gate). For Cout case, 3 

stTGs are ON. Total TGs are 5 but two of them (1  TG of 
stSum and 1  TG of Cout) are working in parallel, it 

means 4 TGs are working for this circuitry. Except TGs, 
there are, 5 inverters are also working, inverters for A, B 
and C work in parallel manner and inverters for C2 and 
S. So, 3 numbers of inverters are working in this 
circuitry. It means, as a result delay is dependent upon 
4TGs and 3 inverters' delays.

iii. CASE III

Figure 10 Case II Schematics

In this case, for sum, as for A=1; S=B=0 (XOR gate). As 
S=0 so, Sum=C=0 (XOR gate). For this case, 2 TGs are 
ON. For Carry out, as A=1 so, C1=B=1 (AND gate) and 
S=0 so, C2=S=0 (AND gate). In the last block of Cout, 
as C2=0 so, Cout=C1=1 (OR gate). For Cout case, 3 

stTGs are ON. Total TGs are 5 but two of them (1  TG of 
stSum and 1  TG of Cout) are working in parallel, it 

means 4 TGs are working for this circuitry. Except TGs, 
there are, 5 inverters are also working, inverters for A, B 
and C work in parallel manner and inverters for C2 and 
S. So, 3 numbers of inverters are working in this 
circuitry. It means, as a result delay is dependent upon 
4TGs and 3 inverters' delays.

A=1; B=1; C=0

Figure 11 Case III Schematics

For transmission gate, delay is;

For inverter, delay is;
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Figure 12 Settling Time Comparison

But in adiabatic logic, both body and source of 
PMOS/NMOS are connected to VDD/ground. So, the 
dependency of adiabatic on supply voltage is greater 
than the dependency of TG on supply voltage. Due to 
more dependency on voltage supply, PDP of adiabatic 
is also greater.

Figure 13 Frequency Comparison

Figure 14 PDP Comparison

Comparisons of different multiplier are illustrated in 
table given below in Table 6.

Table 4 Simulation Result for Half Adder

If we compare the overall PDPs of different multipliers, 
it will be seen in Figure 14 that PDP of the adiabatic and 
TG approach is much less than the other multipliers. If 
we compare TG approach and adiabatic approach, it 
will be seen that, the PDP of TG is lesser than adiabatic 
logic. As in TG logic, only body of the PMOS/ NMOS is 
connected to VDD/ground (i.e. supply voltages). 

It is clear from the results that the settling time of the 
adiabatic and TG approach is much less than the other 
multipliers as shown in  Figure 12.

Table 5  Simulation Result for Half Adder

It is obvious from the results seen in Figure 13 that the 
operating frequency of the adiabatic and TG approach 
is much less than the other multipliers.

 This section shows the comparison of the previous 
approaches with the new approach to implement 
multipliers.

VI. RESULTS
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  High speed 4x4 bit multipliers, with two different 
approaches with the use of Dadda Algorithm are 
proposed. The first approach is implementation of 
Multiplier by using Adiabatic CMOS logic and the 
second is by using Transmission Gate Logic. Both of 
the multipliers are designed using 1P-9M Low-K UMC 
90nm CMOS process technology. The proposed 
multipliers operate at frequency of 5.46 and 8.54 GHz 
respectively, which is improved as compared to 
previous approaches. The PDPs of the multipliers are 
reduced to 488.061 and 133.263 fWs (femto watt 

-15seconds femto=10 ) respectively. These circuits work 
at the room temperature 27˚C and 1.9V of voltage 
supply. As these both are very fast multipliers with very 
low settling times, so these can be used for most of the 
calculation purposes where fast calculation is required. 
In future we will be focusing on full pipelined structure, 
latency and throughput.
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