
I. INTRODUCTION

Abstract- The amount of information related to 
Hematological diseases and patients has expanded 
significantly. Hematological diseases should be 
diagnosed on time.    Pathologists use conventional 
diagnostic tests to diagnose hematological diseases 
which are often low in cost and give inaccurate 
diagnostic results. Complete Blood Count (CBC) is 
used to finding the existence of diseases. Machine 
learning helps to elucidate acquired data and in 
predicting hematological diseases. Classification is 
used to diagnose diseases that categorize features into 
respective four target classes e.g., Anemia, Leukemia, 
Thalassemia, and healthy patients. Five machine 
learning algorithms were used with all features and 
reduced features in this investigation. The most 
efficient algorithm found is Random Forest with the 
highest accuracy at 98.59% with the lowest error rate of 
0.06%. Findings show that the first indicator for blood 
disease is Hemoglobin.

Machine learning algorithms can be used for prediction 
and classification purposes in the medical field[1]. 
Machine learning algorithms also aid doctors in 
diagnosing hematological diseases in cheap rates and 
provide more accurate results to patients. A worldwide 
survey for hemophilia was conducted in 2016, and 
statistic shows that there were about 184,723 people 
diagnosed with hemophilia diseases. Accounting of 
24.8% of people is suffering from anemia, while 5-13% 
of people are affected by thalassemia. Hematological 
issues are leading to Down syndrome abnormalities in 1 

out of 700 population[2]. Accounting of 9% of all 
cancer, Hematological Blood cancer is the fourth most 
commonly diagnosed cancer in developed countries 
according to Globocan 2012 Cancer incidence[3].

Keywords- Complete Blood Count, Hematocrit, 
Hemoglobin, Packed Cell Volume, Red blood cell, 
White Blood Cell.

In this paper, three types of hematological diseases are 
discussed: Anemia, Leukemia, and Thalassemia and 
patients have been discriminated from healthy people.
To achieve the desired results, we have proposed an 
automated technique to diagnose and classify diseases. 
Complete blood count tests are used in order to get a 
better understanding of underlying blood disorders. 
Our main purpose of this research is to improve the 
classification and diagnostic results of hematological

Hematological diseases occur due to malfunctioning of 
red blood cells, white blood cells, platelets, blood 
vessels, bone marrow, spleen, and the proteins involved 
in bleeding and clotting. Hematological diseases are 
classified according to abnormalities in the blood which 
causes blood disorder. Children who are suffering from 
Iron deficiency also suffer from poor verbal skills[4]. 
Hematological diseases are classified into two types 
inherited and acquired. For instance, hemophilia, 
thalassemia, blood clotting and sickle cell are inherited 
disorders, whereas anemia and blood clots are acquired 
diseases[5]. Inherited blood diseases commonly occur 
during childhood, and Thalassemia is a genetic disease 
that can be controlled by stopping marriages between 
both people who have carried the same genes[6-
9].Hematological diseases can be benign and 
malignant. Benign hematological diseases can be 
cured. While Hematological Malignancies badly affect 
i m m u n e  s e n s i t i v i t y  a n d  h i n d e r  t r e a t m e n t 
progress[10].At any age, Hematological malignancies 
can be diagnosed, and survival patterns differ between 
children and adults[11].  From a clinical point of view, 
complete blood count is the most effective diagnostic 
profile given the widespread use and interpretation of 
hemophilia[12]. Diagnosing Hematological diseases is 
challenging due to similarities in appearance. 
Classification is a way to diagnose a type of disease. 
Labeling can be used to improve diagnosis[13].

 Data related to the medical field is quite vast and 
complex. Medical data contain hidden patterns that are 
comprised of information related to diseases. If hidden 
diseases are diagnosed correctly, then the mortality rate 
can be reduced.
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II. RELATED WORK

 In  recent  years ,  Worldwide  Heal thcare 
Organizations have faced many challenges to diagnose 
diseases. Several types of researches are made to give 
and improve the ways to diagnose diseases. There are 
different ways given to detect and diagnose diseases 
using a different technique.
In this paper, data mining techniques of classification 
were used to address the diagnostic problems of 
hematological diseases. By using hematological data, 
the Random forest classifier proved to be best with the 
highest accuracy of 96.47% to diagnose a disease [14]. 
The author investigated the presence of thalassemia by 
using data mining classifiers depending on complete 
blood count. Three classifiers were used to differentiate 
thalassemia traits patients. Experiments were done on 
the dataset with full features and reduced features. 
Findings show that mean corpuscular volume (MCV) is 
the main feature to find the existence of blood disease. 
But more investigations are required to determine 
results for reduced classes [15]. A survey has been 
conducted to define path physiology of acute myeloid 
leukemia. Almost 5234 mutations were identified 
across 76 genes with 2 or more driver mutations that 
were detected in 86% of patients. Diseases prediction 
required to be validated in prospective clinical trials 
[16]. In this research, the author proposed a model 
based on a hybrid data mining approach which aided 
pathologists in diagnosing β-thalassemia. It mainly 
consists of two steps. One step is Synthetic Minority 
Over-sampling Technique (SMOTE) and second one is 
problem handling through different models. Results 
showed that SMOTE effectively identified patients 
suffering from β-thalassemia. Naïve Bayes showed the 
best performance in differentiating between normal 
patients and β-thalassemia [17]. Another study 
highlighted an investigation of different types of 
anemia diseases. Complete blood count tests were used 
to diagnose types of anemia. Five classification 
algorithms were used and compared with the voting 
algorithm on the basis of higher accuracy and lower 
error rate. Results show that the Hybrid Algorithm 
would be best to diagnose any type of anemia diseases 
with a higher accuracy rate instead of a single algorithm 
[18].
The author investigated the use of the artificial neural 
network for the classification of thalassemia. All 
h e m a t o l o g y  p a r a m e t e r s  w e r e  t a k e n  f r o m 

hemachromocytometric analysis. An automated system 
was proposed for thalassemia diagnosing.  Different 
ar t ificial  neural  networks were used which 
discriminates normal patients from thalassemia 
patients with 94% classification accuracy, 92% 
sensitivity and 95% specificity [19]. An analysis of the 
prediction and classification of anemia patients has 
been presented. The classification was applied to 
different complete blood count samples. Decision Tree 
showed the best result for the classification of anemia 
disease [20]. By using a wireless multimedia medical 
sensor network, a  Context-sensitive Seamless Identity 
Provisioning(CSIP) mutual authentication network 
model has been proposed. It showed the improvement 
in the performance of the health care system and also 
increased utilization of bandwidth [21].It reduces the 
uncertainty factor in cloud-based IoT, a framework has 
been introduced. This framework comprises Artificial 
Intelligence (AI) techniques and it improved the system 
performance by 60% overall as compared to the 
centralized version [22].  By using the Internet of 
Medical (IoM), a secure biometric authentication 
scheme has been proposed for electronic healthcare 
applications. It prevents secret information from any 
leakage and also performs efficiency analysis to make 
certain information security [23].

III. PROPOSED FRAMEWORK

The remainder of this paper is structured as follows. 
Section 2 discusses the related work. Section 3 
describes our proposed method. Section 4, Dataset, and 
preprocessing. In Section 5, experimental results and 
discussions are addressed. In Section 6, the conclusion 
and future work are given.

disorders. All experiments are done only on three types 
of blood diseases. 

 The primary purpose of this research is to diagnose 
hematological diseases. Machine learning techniques 
are used to differentiate blood diseases. In order to 
suggest a Naïve method with higher accuracy and lower 
error rate, machine learning algorithms are used. The 
proposed technique consists of four blocks to solve a 
problem: 1) Dataset 2) Preprocessing 3) Classification 
4) Performance measure and evaluation. Figure 3.1. 
shows the proposed model.

3.1 Dataset Collection and Preprocessing

Five machine learning algorithms are used to perform 
classification: Naïve Bayes, Multilayer Perceptron, 
Vote, J48 and Radom Forest. The classification has 
been performed in two groups: One group with all 
features and the second group with reduced features.

The hematological dataset is collected from different 
blood test laboratories. The dataset comprises 531 
samples, of which 230 samples are of males and 301 
samples are of female patients. Overall, 349 suffering 
from anemia, 92 leukemia, 45 thalassemia and 45 
people are considered healthy. Some features are 
dropped out due to privacy concerns. Dataset has four 
different labels: Anemia, Leukemia, Thalassemia and 
No. In the preprocessing of the dataset, all irrelevant 
attributes are eliminated; all missing values are refilled 
and outliers and extreme values are removed.

3.2  Classification
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 The results of machine learning algorithms are 
shown on the basis of accuracy, precision and error rate. 
Analysis has been performed for both classifications 
with full features and reduced features. To evaluate the 
accuracy of diagnoses, 80% of data is used for training, 
20% for testing. The results of the classification are 
shown in this section.

4.1. Classification with Full Features:
The accuracy, precision, and error of each classifier are 
evaluated by using the WEKA tool. Results of each 
algorithm are assessed and an algorithm with the best 
result is used to diagnose a disease. In this research, five 

algorithms are used including: Naïve Bayes, Multilayer 
Perceptron, Vote, J48 and Random Forest. In Table 1 
Comparison of classifiers with all features is shown:

Table 1: Comparison of classifiers with all features

It classifies features into four labels: Anemia, 
Thalassemia, Leukemia, and No. All features are taken 
from the CBC test. 100 Batch size is set for all 
experiments.

IV. RESULTS AND DISCUSSIONS
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Figure 3.1.  Methodology for hematological diseases classification



As Table 2 shows that an algorithm with the highest 
accuracy is considered the most efficient model to 
diagnose diseases. Among all algorithms, the Random 
forest is the most efficient model with the highest 
accuracy and lowest error rate. In Figure 2. Comparison 
of accuracy, precision and mean error rate is shown.

Figure 2: Comparison of accuracy, precision and 
mean error value with reduced features

diagnosing with the accuracy of 98.59% for full 
features and 95.77% for reduced features. Random 
forest took less time of 0.16s as compare to other 

Classifications with all CBC samples are divided into 
two groups: one with all features and second with 
reduced features. Some of the best algorithms were 
used to analyze hematological data. The performance 
of all algorithms has been compared. Analyze all 
features and reduced features, it is found that Random 
Forest is the best classifier with an accuracy of 98.59% 
and 95.77%. Findings showed Random Forest classifier 
would help pathologists to diagnose diseases using the 
CBC sample. 

some hematological issue. Some rules are listed in 
Table 3.

The objective of this research is to diagnose 
hematological diseases using CBC and WEKA 
software. A technique is provided to diagnose 
hematological diseases Anemia, Thalassemia, 
leukemia from normal subjects.

 In this research, a solution has been proposed for 
empowering doctors and patients to diagnose diseases. 
This paper assessed five machine learning algorithms 
based on WEKA software. By using the hematological 
data, Random forest proved to be best for disease

CONCLUSION AND FUTURE WORK

According to Table 1 accuracy could be regarded as the 
basis to compare all classifiers and diagnose diseases. 
This table clearly shows that the Random forest gives 
the best results for disease diagnosing. In Figure 1. 
Comparison of accuracy, precision and mean error rate 
is shown:

Figure 1: Comparison of accuracy, precision and 
mean error value with full features

4.2. Analysis with Reduced features
In the present research, reduced features by the same 
algorithms are determined and the result of each 
algorithm is compared. The algorithm with the best 
accuracy is considered to diagnose disease. A 
comparison of classifiers with reduced features is 
shown in Table 2.

Table 2: Comparison of classifiers with reduced 
features

4.3. Rules Induction
Diagnosed diseases depend on some rules. If any value 
is not lying in range, then it indicates the presence of 
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