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Abstract- Crime is expanding all around the world 
through many ways, and violent crimes have become 
a national dilemma. Family members try to ignore, 
and neighbours do not want to get involved. The 
victim in such case is usually helpless to understand 
and to determine the solution of the problem. Also, 
law enforcement agencies handle each case when 
someone got affected or when a criminal act has 
taken place. Data mining turns an essential role in the 
prediction and the analysis of data. For the crime 
analysis in various states of the United States, several 
classification algorithms have been applied to the 
crime data of the FBI concerning the population of 
states. Experimental result showed that two classifier 
algorithms Reduced Error Pruning Tree (REP Tree), 
and Naïve Bayes produced better results as compared 
to other algorithms. However, most of the results of 
Classifier algorithms were same, so we concluded 
that our dataset had been classified correctly. The 
outcome from the analysis shows that crime rate is 
high in populated states. It is observed that rate of 
property crime and rate of larceny-theft is high 
amongst all other types of crime rate in populated 
states of the United States of America (USA). 
 
Keywords- Data Mining, Classification, Violent 
Crime, Murder, Property Crime, REP Tree, Naïve 
Bayes. 
 

I. INTRODUCTION 
 

Crime is an unlawful act punishable by 
a state or other authority. Crime has a direct impact 
on victims and indirect effects in the broader 
community. Notably, over the last ten years there has 
been a massive increase in crimes, e.g. “murder, rape 
(revised definition), rape (legacy definition), robbery, 
theft of vehicle, and aggravated assault”. Primary 
data also show that law enforcement agencies 
observe overall a 5.3% increase in crime rates [1]. 
The latest Federal Bureau of Investigation FBI’s 

Crime Report has also shown that the crime rate 
increased by 3.4 percent nationwide. In general, we 
can say that crime is expanding all around the world 
through many ways and become a national dilemma. 
Family members try to ignore, and neighbours do not 
want to get involved. The victim in such case is 
usually helpless to understand and to determine the 
solution of the problem. Also, law enforcement 
agencies handle each case when someone got 
affected or when a criminal act has taken place. So, 
there is a strong need to take quick and compact 
actions to stop or countermeasure the crime. Data 
mining could be a solution to this problem as data 
mining techniques have significant influence in some 
fields such as, crime data analysis, crime pattern 
analysis, criminal career analysis etc. Else we can say 
that Data mining acts an important role in the 
prediction and analysis of data [2].  
B. Widner suggested that all crimes in the border 
region are rising in the northern border-states of 
Mexico [3-4]. A model of crime and criminal 
detention was presented using data and methods to 
estimate the factors that lead to more criminal arrests. 
Subsequently, measures could be developed to 
mitigate criminal activity in Mexico. The results of 
this study show that some actions of the Mexican 
government have had a positive impact on crime. The 
detention of prisoners, which is problematic because 
of prison overcrowding in Mexico, has nonetheless 
led to criminal activity and reduced the number of 
criminal arrests [5].  
As the FBI is the main department of the Ministry of 
Justice. Classification technique will be used for data 
mining. Different classification algorithms will be 
applied to FBI crime dataset to analyze. All classifier 
algorithms are available in Weka. Furthermore, the 
algorithms are compared by the results of the survey, 
and the investigation and analysis is carried out to 
analyze crime in different states of the USA with 
respect to the population of states [5]. The scope of 
the paper is as follows: Section 2 describes the 
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literature review; Section 3 discusses the 
methodological framework; Section 4 deliberates 
experimental results, analysis, and findings. The last 
section contains the conclusion and future work. 
 

II. LITERATURE REVIEW 
 
 The research classification uses crime records 
to predict the "crime category" in various states of 
the United States. This article compares two different 
algorithms sued for classification: Naive Bayesian 
and Back Propagation. The results show that Naïve 
Bayesian performed major calculations [6]. A. 
Babacura discussed that the classification is the 
process of creating a model that draws and identifies 
classes with the goal of being able to use the model 

to predict the names of the crimes. In this research 
data mining tool Weka has been used. We will use 
FBI Crime dataset for data mining as it provides 
accurate and precise statistics of crime within the 
United States [7]. 
K. Janek investigation of crime externality and 
effects of violent crime on people [8]. In the variance 
of the region, the results and their evidence show a 
negative impact of violent crime in society as a 
whole, through the mechanism of increasing security 
problems [9]. The study identified the effects of 
violent crime on the daily activity and on the other 
hand it also prescribed that targeted action to reduce 
the fear of violent crime in society can have a 
positive impact in the future [10]. 

 

Sr.# Author Year Problem Definition Solution Limitations 

01. B.Widner and 
et al. [11] 

2011 To identify the factors 
that lead to less arrests of 
criminals in Mexico. 

They used Data and 
various methods for 
assessing the factors in 
Mexico.  

They will try to solve 
legal system problems of 
Mexico in the future. 

02. A.Babakura 
and et al.  
[12] 

2014 To predict "Crime 
category" based on the 
classification of the 
criminal data of different 
states of USA. 

By using Naive Bayesian 
and Back Propagation 
algorithms, they 
predicted the "Crime 
Category". 

In Future they will apply 
different classification 
algorithms to the 
criminal records for 
prediction. 

03. K. Janke and 
et al. [10] 

2016 Companies in most 
prevalent crime areas 
have higher variable 
income. 

By exploring crime rates 
they predicted variability 
factors. 

Impact cost of capital of 
companies will be 
analyzed. 

04. J. Wu and et 
al. [13] 

2016 For Complex and 
changing data descriptive 
statistical model is used. 

They reported pre-
processing activities on 
the survey data.  

In Future will analyze 
historical decision trees 
for different crimes.  

05. J. Rushwood 
and et al. [14] 

2016 Companies in states 
where property crime is 
more common have 
uncertain profits and 
higher costs. 

Many steps have been 
taken to minimize 
property crimes and a 
corporate capital cost is 
not wrong. 

Different security and   
management strategies 
will be used to increase 
low capital costs. 

06. H. Chi and et 
al. [15] 

2017 Offenses committed by a 
criminal can help to 
identify serial crimes.  

They presented a crime-
based decision support 
system for problem. 

System performance will 
be further improved. 

07. J.A.Sheikh 
and et al. [16]  

2017 Crime analysis needed an 
extensive research for 
crime analysis and 
mapping. 

They combined statistical 
methods (cluster 
analysis) and spatial 
model drawn with 
Geographic Information 
System GIS for detailed 

Complex (spatial) cluster 
analysis (block analysis) 
will be recognized. 
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analysis. 

08. N. Baloian 
and et al. [17] 

2017 It is very complex task to 
capture the time and risk 
of certain crimes through 
computer algorithms. 

Through Science fiction 
they estimated the 
prediction of future 
occurrence of crimes.  

Integration of results for 
majority voting function 
will be performed to 
minimize the risk.  

09. J.D.A.Fossoul 
and K.A. 
Roberts [18]  

2017 Authorities have 
considerable difficulties 
in combating cross-
border criminal groups.  

They used forensic 
science to combat crime 
with the help of forged 
documents. 

Forensic knowledge 
generated by this method 
will be applied to 
different sectors.  

10. Y.  Zhuang 
and et al. [19] 

2018 Crime is a major social 
problem in the USA that 
threatens public safety 
and disrupts the 
economy. 

Hot spots allow police to 
prevent or respond to 
accidents more 
efficiently and 
effectively.  

Include additional 
features in the Spatio-
Temporal Neural 
Networks STNN model 
to improve performance.  

11 H. Hassani 
and et al. [20] 

 Text mining in big data 
analytics 

This paper includes 
mining of Web and social 
data for detection. 

Actions must be 
undertaken moment in 
time to effectively 
resolve the legal, ethical, 
and privacy worries in 
the use of individual 
data. 

 
J. Wu created significant decision tree models from 
the Crime Survey. The models cover 18 crimes in 14 
years. They reported pre-processing activities on the 
survey data to enable their use with mining models. 
They also reported that the results of the earlier 
analysis of the survey data using decision trees. 
However, the next big challenge is to analyze 
historical decision trees for individual crimes and 
various related crimes. It means that criminologists 
must analyze very complex models. It will be very 
difficult to just look at models with human eyes. As a 
result, data visualization techniques are adopted [13]. 
J. Brushwood showed that businesses in states with 
more prevalent real estate (property) crime have 
lower returns and higher financing costs. The cost of 
crime in the US economy is considerable. They 
showed that the potentially high and neglected costs 
of crime mean that businesses in more criminal 
sectors incomes are variable and greater financing 
costs.  

As a result, the paper provides information on the 
impact of location and crime on the costs of social 
capital, which could also affect tax and investment 
policies [14]. 
H. Chi presented a crime-based decision support 
system based on various behavioural characteristics 
of criminal cases. Its core technology is a similarity-
based pairing classification that can be interpreted 
and easily adjusted. The use of this system would 
provide strong support to officers in a criminal 
investigation and would save the law enforcement 
agency resources. The system can automatically link 
serial crimes based on a flexible data classification 
model. However, there are still some limitations in 
the study. First, the approach can not directly handle 
textual data. Secondly, the approach only confirms its 
validity in the context of serial waste. In the future, 
they will continue to use text extraction techniques 
such as text classification and thematic modelling of 
sentences or short notes [15]. 
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Table 2: Analysis of Different Types of Crimes and Techniques 

 
J. A. Sheikh have argued that crime exploration has 
become a common term in recent years, requiring a 
great deal of research on crime analysis and 
mapping. The mapping of crime and spatial analysis 
complements them all and plays an important role in 
the new intrinsic form of representing and identifying 
crime and a satisfactory response to the problems of 
crime. This research combines statistical methods 
(clustering analysis) and spatial model drawn with 
GIS from crime reports. The document generated on 
the various uses of GIS to detect hot spots of crime  
 

 
and promote the development of police investigation 
strategy [21]. The functional approach of the current 
crime mapping study can be used successfully to 
improve the use of GIS in law enforcement agencies. 
Finally, GIS and mapping can support local and show 
the complete correlation between crime, victim and 
perpetrator [16]. N. Baloian argued that science 
fiction had anticipated the prediction of the future 
appearance of crime. Prediction is possible. The 
developed system was tested on historical data, and 
its performance was found to be acceptable for police 
use. An interesting discovery is that the performance 

Sr. 

No 

Author Violent 

Crime 

Murder Rape Robbery Assault 

Crime 

Property 

Crime 

Burglary Crime 

Prediction 

Decision 

Support 

01. B.Widner and et 
al. [11] YES YES 

YE
S 

YES NO NO NO NO YES 

02. A.Babakura and 
et al. [12] YES NO NO NO NO NO NO YES YES 

03. K. Janke and et 
al. [10] YES YES NO YES NO YES YES NO YES 

04. J. Wu and et al. 
[13] NO YES NO YES NO NO YES NO YES 

05. J. Rushwood 
and et al. [14] YES NO NO NO NO YES YES YES YES 

06. H. Chi and et al. 
[15] YES YES 

YE
S 

YES YES YES YES YES YES 

07. J.A.Sheikh and 
et al. [16] NO NO NO NO NO YES NO YES YES 

08. N. Baloian and 
et al. [17] YES NO NO 

 
YES YES NO YES NO NO 

09. Y.  Zhuang and 
et al.  [19] NO NO NO NO NO NO YES NO YES 

10. J.D. Alcaraz-
Fossoul and 
K.A. 
Roberts[18] 

NO NO NO NO NO YES NO NO YES 
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of each module is lower than the common 
performance. In addition, how the results are 
integrated should probably be changed to a majority 
vote function to minimize the risk [17]. Y. Zhuang 
have suggested that crime is a major social problem 
in the United States that threatens public safety and 
disrupts the economy. In the study, they proposed the 
Spatio-Temporal Neural Network (STNN) to predict 
crime hot spots embedded in spatial information 
accurately. They have demonstrated that their STNN 
model which performs better to number of 
conventional machine approaches. In future work, 
they plan to include additional features in the STNN 
model to see if they can improve model performance, 
ideally to the point where they can be realized in a 
shorter period of time [19]. 
 

III. METHODOLOGY 
 
 Figure 1 shows our methodology flow 
diagram. That is how we proceed in our research. 
Now we discuss here each phase one by one. 
 
Data Set  
The dataset used for analysis is real and authentic. 
We chose FBI dataset because FBI is the most active 
law enforcement agency against crime and has more 
accurate facts and figures. Dataset was in (.xls) 
format and includes crime statistics of 50 states of 
USA. Dataset contains total 14 attributes as: “states, 
city, population, violent crime, murder, rape revised 
definition, rape legacy definition, robbery, 
aggravated assault, property crime, larceny-theft, 
motor vehicle theft, arson and burglary” and 9291 
instances.  

 

 
Figure 1: Flow Diagram of Methodology for Proposed Solution 

 
Data Preprocessing and Cleansing  
As our dataset was so huge so we reduce the size of 
our dataset by removing extra values. As we want to 
analyze crime at significant state level, so we remove 
extra states and cities attribute. Further by 
categorizing aggravated assault, burglary, and arson 
etc. under violent crime, we removed these attributes 
also. Resulted database contains 850 Instances and 9 
Attributes as: “States, Population, Violent Crime, 
Murder, Rape, Robbery, Property Crime, Larceny 
Theft, Motor Vehicle Theft”. Then we replaced 
missing values and saved file in (.csv) format. After 
that, we loaded (.csv) file in Weka tool for further 

pre-processing. In Weka, applied two filters on our 
dataset “Replace missing values” to replace 
remaining missing values and “Numeric to nominal” 
to convert the numeric type of values into nominal 
type, respectively. Furthermore, in data 
transformation, we convert the file format from (.csv) 
to (.arff), which is detected and run smoothly on 
Weka. 
 
Data Mining Algorithms 
In many areas like homeland security, weather 
forecasting, health care, medical, financial, business 
intelligence etc classification got a lot of success. 
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Data mining has several techniques e.g. Clustering, 
Classification etc. for mining useful patterns and 
data. Clustering is the process of grouping data 
objects in such a way that the objects in one group 
are similar with respect to the other group objects 
[22]. On the other hand, Classification is a class 
prediction technique which predicts class labels 
which are nominal. That is why we used 
Classification technique as it is most important and 
utilized a lot. These are the classification algorithms 
we used for analysis (J48 Pruned Tree, REP tree, 
Decision Table, JRIP rules, Random Tree, naïve 
Bayes) to produce competitive results. Classification 
has been applied through Weka tool as all algorithms 
are available in Weka. 
 
Environmental Setup 
We used Weka tool for the analysis and comparison 
of different classification algorithms. It is used as a 
data mining tool which contains different types of 
algorithms. We choose classification technique and 

compared six classification algorithms based on 
“time taken to build model, correctly classified 
instances, incorrectly classified instances, Root mean 
squared error, TP rate (True Positive), FP rate (False 
Positive), Precision, Recall and F-Measure values”. 
For evaluation purpose, a test mode 10-Fold (Cross-
Validation) has been used. 
 
IV. EXPERIMENT RESULTS, ANALYSIS AND 

FINDINGS 
 
 The Table below is showing different values of 
“Time taken to build model, correctly classified 
instances, incorrectly classified instances, Root mean 
squared error” for classifier algorithms. Two 
classifier algorithms (REP Tree, Naïve Bayes) are 
producing better results in less time as compared to 
other algorithms. The graphical representation of the 
table has been shown in Figure 2. Most of the results 
using different algorithms are approximately the 
same.

 
Table 3: Time Comparison of Different Algorithms 

Sr. 
No 

Classifier Model Time taken to 
build model 

Correctly 
Classified 
Instances          

Incorrectly 
Classified 
Instances 

Root mean 
squared error 

1 J48 pruned tree O.03 s 85.6115 % 14.3885 % 0.1033 

2 REP Tree O.02 s 86.3309 % 13.6691 % 0.1131 

3 Decision Table 0.06 s 86.3409 % 13.6591 % 0.116 

4 JRIP rules 0.03 s 86.3409 % 13.6591 % 0.1131 

5 Random Tree 0.03 s 85.6115 % 14.3885 % 0.12 

6 Naive Bayes O.02 s 91.3709 % 8.628 % 0.0163 

 
Naïve Bayes Classifier 
Naïve Bayes classifiers perform the best performance 
over the data set. The detail of the result is given 
below: 
 

Table 4: Result summary of Naïve Bayes 
1 Correctly Classified Instances 3279 91.3709 % 

2 Incorrectly Classified Instances 308 8.628 % 

3 Kappa statistic 0.9101       

4 Mean absolute error 0.081  

5 Root mean squared error 0.0163  

6 Relative absolute error 0.011 %  

7 Total Number of Instances 3277   

8 Ignored Class Unknown Instances 5    
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Figure 2: Time Graph of  Different Algorithms 

 
Detailed Accuracy (Weighted Average) 
In Table detailed accuracy in term of a weighted 
average of TP rate (True Positive), FP rate (False 
Positive), Precision, Recall and F-Measure has been 
shown. Two classifier algorithms (REP Tree, Naïve 

Bayes) are producing better results again. So, we can 
say that both classifier algorithms (REP Tree, Naïve 
Bayes) are better as compared to other algorithms for 
our scenario.  

 
Table 5: Detailed Accuracy Table in term of Weighted Average 

Sr. 
No 

TP Rate FP Rate Precision Recall F-Measure Classifier Model 

   01 0.856         0.137         0.842 0.856          0.849 J48 pruned tree 

02 0.863 0.863     0.745 0.863     0.800 REP Tree 

03 0.863 0.863     0.745       0.863     0.800 Decision Table 

04 0.863 0.863     0.745       0.863     0.800       JRIP rules 

05 0.856 0.092     0.849       0.856     0.853       Random Tree 

06 0.913 % 8.73 % 0.90 0.96 0.941 Naive Bayes 

 

The graphical representation of the table has been 
shown in Figure 3. As Most of the results of 
Classifier algorithms are same here also so we can 

conclude that our dataset has been classified 
correctly. 
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Figure 3: Graph of Detailed Accuracy Table 

 
In Table 1, the Naïve Bayes Algorithm results have 
been compared. We found results in two literatures 
hence we compared their results with our results to 
get a better understanding. Results of literature [12] 
are not so good as they used dataset having 5000 
instances and 45 attributes. Results of literature [19] 
are very good because of a dataset having 1078 

Instances and 23 attributes. Our dataset contain 850 
instances and nine attributes, as we mentioned earlier. 
Our results are quite reasonable and quite near to 
literature [19] and far good from literature [12]. So, 
by this comparison, we can get that our Naïve Bayes 
classification algorithm also produced better, 
consistent results and classified data correctly. 

 
Table 6: Comparison of Naive Bayes Algorithm 

Algorithm 

(Naïve Bayes) 

Accuracy (Correctly 
classified instances) 

Incorrectly Classified 
Instances 

Precision Recall F-Measure 

Results in 
Literature [10] 

 

86.3309 % 

 

13.6691 % 

 

0.836 

 

0.863 

 

0.849 

Results  in 
Literature [12] 

 

74.3 % 

 

25.7 % 

 

0.79 

 

0.66 

 

0.719 

Results in 
Literature [19] 

 

90.2207 % 

 

9.7793 % 

 

0.958 

 

0.93 

 

0.937 

Proposed 
Solution 

 

91.37 % 

 

8.73 % 

 

0.90 

 

0.96 

 

0.941 

 
Below in Figure 4, the graphical representation of 
comparative results from Table 1 has been shown. It 
clearly indicates that our Naïve Bayes classification 

algorithm produced reasonable results in comparison 
to literature results. 
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Figure 4: Precision, Recall, F-Measure Comparison of naive Bayes Algorithm 

 
Figure 5 is showing total population of different 
states. Population is a key factor in our analysis as we 
want to know the crime rate in states with respect to 
population. In simple words, we want to conclude 
that either crime has a direct relation with the 

population or not. Mean crime is occurring in more 
populated states or in low populated states. 
According to the graph, California is at; first, Texas 
is at second, New York is at the third position in 
population. 

 

 
Figure 5: States Population Graph 

 
Figure 6 is showing comparisons between total no of 
murders and total no of violent crimes in different 
states with respect to population. By the given graph, 
we can easily interpret that violent crime has a high 

rate as compared to murder. Murder rate is almost 
equal in every state, but violent crime is at the peak 
in California, then reduced a little in Texas, New 
York and Florida respectively and so on. The point to 
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remember is that although the murder rate is the same 
in every state, but the violent crime rate is high, 

specifically in highly populated states. 

 

 
Figure 6: Graph of Total Murders and Violent Crimes in Different States 

 
Figure 7  is showing comparison between total no of 
rape cases and total no of robbery cases in different 
states with respect to population. By the given graph, 
we can easily interpret that total no of robbery cases 
are high as compare to total no of rape cases. Total no 
of rape cases has few fluctuations in three states, but 

total no of robbery cases are high specifically in 
Texas, New York, California and Florida respectively 
and so on. Again the point to remember is that 
although the rate of rape crime is almost the same in 
every state but the rate of robbery crime is high 
specifically in highly populated states. 

 

 
Figure 7 : Graph of Total Robberies and Rape in Different States 
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Figure 8  is showing comparison between total no of 
property crimes, total no of larceny-theft and total no 
of motor vehicle theft in different states with respect 
to population. By the given graph, we can easily 
interpret that both crimes total no of property crime 
and total no of larceny-theft has high rates as 
compared to total no of motor vehicle theft. Rate of 
motor vehicle theft crime is almost equal in every 
state except California state in which it is high. But 

the rate of both crimes total no of property crime and 
total no of larceny-theft are at peak in California, 
then reduced a little in Texas, New York and Florida 
respectively and so on. The point to remember again 
is that although the rate of motor vehicle theft crime 
is almost same in every state except California state 
but rate of both crimes total no of property crime and 
total no of larceny-theft are high specifically in 
highly populated states. 

 

 
Figure 8: Graph of Total Property Crimes, Larceny Theft and Motor Vehicles Theft in Different States 

 

 
Figure 9: Graph of All Crimes Committed in Different States 
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The Figure 9 is also providing an overview of all 
crimes rate in different states with respect to 
population. Rate of property crime and the rate of 
larceny-theft is high amongst all other types of crime 
rate in populated states. Analysis result also showing 

that the crime rate is high in populated states. It could 
have two main reasons that either man force of law 
enforcement agency is less in those states or either 
they are not performing their duties so well.

 

 
Figure 10:  Result Comparison of violent crime and overall crime 

 

 
Figure 11: Result Comparison of murder crime 

 
Figure 10 and Figure 11 are showing comparisons of 
our results with literature results. We found stats of 
overall crime rate per 100,000 people, the violent 

crime rate per 100,000 people and the murder rate 
per 100,000 people in literature. Statistics are of five 
common states found in literature and in our analysis 
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also.  We compared those stats with our stats to show 
a comparison of how much our results are deviating 
from previous results. By the results, there are slight 
differences between literature and in our results. 
Finally, by results, we can conclude that our results 
are accurate and reasonable as there is no major 
difference between our and literature stats. 
 

V. CONCLUSION AND FUTURE WORK 
 
 The analysis of the data collection of the FBI 
crime provides the insight for identification of the 
patterns. For this purpose, Weka which is the primary 
data mining tool is used. First, we choose the 
classification technique and applied six classifier 
algorithms, namely (J48 Pruned Tree, REP tree, 
Decision Table, JRIP rules, Random Tree, naïve 
Bayes) on our dataset to find competitive results. We 
interpreted Algorithm’s result based on different 
evaluation parameters and in precise accuracy 
(weighted average) form. We performed an analysis 
of different crimes in different states based on 
population. Experimental result showed that two 
classifier algorithms (REP Tree, Naïve Bayes) 
produced better results as compared to other 
algorithms. However, most of the results of Classifier 
algorithms were same, so we concluded that our 
dataset had been classified correctly. Analysis result 
showed that the crime rate is high in populated states. 
It could have two main reasons that either man force 
of law enforcement agency is less in those states or 
they are not performing their duties so well. The 
outcome from the analysis shows that rate of 
property crime and rate of larceny-theft is high 
amongst different crime rates are high in populated 
states. Rate of property crime and the rate of larceny-
theft is also high amongst all other types of crime 
rate in populated states.  For evaluation purpose, a 
test mode 10-Fold (Cross-Validation) has been used. 
Agencies responsible for Law enforcement, can take 
great advantage from this analysis, by using this type 
of machine learning algorithms like “Naïve Bayesian 
or REP Tree”. They can further make future 
strategies based on our analysis to counter measure 
crime before its occurrence, and they can point out 
specific crime areas as well. In general, the primary 
purpose of our analysis was to help law enforcement 
agencies to analyze, predict and counter measure the 
crime more accurately and precisely. For future 
research, we have a plan to use of crime datasets of 
previous 10-15 years, to perform compact analysis 
and to predict future patterns. Furthermore, we can 
analyze crime at the city level based on which 
intelligent investigation techniques can be developed 
for crime pattern and prediction. In future the trained 

model is used for the analysis of crime data in 
Pakistan. 
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