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Abstract- Electrocardiograms (ECG) are one of the 

most effective and significant tools to diagnose and 

predict cardiovascular diseases (CVDs) such as 

arrhythmia. An ECG provides essential information 

related to the cardiovascular system and the primary 

functions of the human heart. It is a frequently used 

tool for non-invasively observing different CVDs. 

Accurate identification of arrhythmias is critical to 

patient well-being in clinical settings, as both acute 

and chronic heart conditions are typically reflected in 

these readings. We propose a deep one-dimensional 

convolutional neural network (1D-CNN) that can 

accurately classify five types of ECG waves, namely: 

normal, ventricular premature contraction, left bundle 

branch block, atrial premature contraction, and right 

bundle branch block. Optimization of the proposed 

CNN classifier results in three convolutional layers, 

three down sampling layers and two fully connected 

layers, which extract best features from the given data 

and automatically classify these based on the extracted 

features. Labeled ECG recordings from the publicly 

available MIT-BIH arrhythmia database were used for 

the classification. Results have shown that our CNN 

classifier attained 97.8% classification accuracy, 

which is better than other recently reported ECG 

signal classification algorithms. 

 

Keywords- ECG signal, Arrhythmia, 1D CNN, MIT-

BIH arrhythmia database 

 

I. INTRODUCTION 

 

 An electrocardiogram (ECG) is one of the vital 

procedures and diagnostic means to diagnose and 

predict cardiovascular diseases (CVDs) [1]. When the 

human heart beats, it records potential bioelectric 

variations with time, which is called an ECG. An ECG 

provides crucial information related to the 

cardiovascular system and the primary functions of the 

human heart. It is used to non-invasively monitor 

patients with different CVDs. Therefore, the ECG 

signal has a crucial part in the discovery of heart 

disorders. Surface electrodes can be used on the chest 

or limbs of human beings for recording human heart 

ECG signals [2]. This process gives vital information 

in the diagnosis of cardiac diseases, e.g., cardiac 

arrhythmia [3-5]. An irregular pattern detected in the 

ECG signal is called an arrhythmia. Any deviation of 

the cardiac signal rhythm of the human heart from a 

normal sinus rhythm is commonly called arrhythmia. 

Nowadays, many people die due to CVDs as shown in 

Figure 1. Continuous monitoring of the cardiac signal 

and prediction of cardiac diseases, especially 

arrhythmia in the initial phase, can prevent death and 

improve the quality of life of human beings. Detecting 

these morphological variations in ECG signals is very 

challenging for doctors, especially when such analysis 

must be done quickly during an examination.  

 
Fig. 1: Impact of different diseases 

 

To correctly detect abnormalities in the ECG signals 

of patients can take several hours depending on the 

workload of the clinical expert. Since the quantity of 

data is enormous, the study and analysis of the data 

are challenging, and require a significant amount of 

time for proper diagnosis. Hence, there is a high 

chance of missing valuable information and vital 

features of the data. Therefore, now to study and 

analyze a large amount of data with less time and 

detect early cardiac disease, a very reliable system is 

required called computer-aided diagnosis (CAD) 

[5]. An ECG signal is received by evaluating the 

electrical potential among different points of the 

human body. The typical pattern that will be seen in 

the ECG wave is categorized by three primary waves 

(Figure 2) [6]: 

• The P signal denotes the spread of the wave 

impulse from node SA across the atria (often 

called atrial depolarization).  
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• The QRS complex is the spread of the wave 

impulse to the ventricular chambers from the  

beginning to the end of the Purkinje fibers 

(ventricular chamber depolarization). In the ECG 

wave, the most significant deviation is generated 

by the QRS complex due to the enormous mass 

of ventricular myocardium, which strengthens 

the pumping of the blood flow throughout the 

entire body. Purkinje fibers are situated in the 

inner layer of the endocardium. Therefore, the 

impulse wave begins from the endocardium and 

ends at the outer layer of the epicardium [7, 8]. 

• The T signal denotes the ventricular recovery, 

which is often called repolarization.   

 
 

Fig. 2: External structure of ECG signals  

Whenever the ECG wave is in a regular pattern, then 

the time between P signal waves is essentially 

constant, and the QRS complex follows each P signal 

wave at a constant interval, which is referred as a 

sinus rhythm [9]. When the pattern or rhythm is not 

periodic, then the time between two R peaks are 

sometimes too large or too small. Sometimes the 

general ECG external structure is lost, which is known 

as an arrhythmia. 

II.LITERATURE REVIEW 

Many approaches have been used to study the 

arrangement of ECG signals such as k-nearest 

neighbors (KNN), support vector machines (SVM), 

neural networks (NN), decision trees, linear 

discriminant analysis (LDA), Bayesian classifiers, 

etc. SVM is one of the best machine learning 

techniques (supervised classifier) [9, 10], which is 

used in the taxonomy of the ECG wave in the 

discovery of arrhythmia disease. The combination of 

SVM and LDA for the classification of six types of 

arrhythmia is presented in [11]. An efficient 

classification model, which is based on the NN and 

Machine Language Program (MLP), gives better 

performance as compared to other feature extraction 

methods [12]. Artificial Neural Network (ANN) 

method can also be used for the taxonomy of ECG 

images, which provides us with a new research idea 

about signals and pictures [13]. The processing of the 

wave, feature extraction, and grouping of ECG signals 

based on the extracted features are explained in detail 

in [14], which gives us information on recent 

approaches and their effectiveness. The evaluation of 

weighted conditional random fields (WCRF) and the 

previous algorithm of patient classification is 

proposed in [15] in which WCRF classifiers have 

better results. In the last few years, different pattern 

recognition techniques have been used in the 

prediction and classification of arrhythmia disease 

[16-22]. Normally, these methods have three main 

steps; (i) Preprocessing (ii) Feature extraction (iii) 

Classification. Initially, the ECG wave is cleaned by 

eliminating the different types of noise and outliers 

such as muscle contraction, baseline wanders, power 

line interference using different algorithms [23-27]. 

After completing this step, the ECG wave, which is 

also called PQRST, mainly contains three waves; (i) 

P wave (ii) QRS complex wave, and (iii) T wave, each 

of which can be extracted with the help of 

segmentation process [28-30]. From these different 

types of waveforms, a few handcrafted characteristics 

or features are computed. The existing feature 

representation techniques are, but are not limited to, 

temporal information [31,32], morphology [33,34], 

Hermite basis function [35], wavelet transform 

[36,37], hidden Markov modeling (HMM) [38], and 

high-order statistics (HOS) [39]. After the completion 

of this step, different decline approaches are 

implemented to reduce the features representation 

dimension, such as independent component analysis 

(ICA), LDA, and PCA [40-42]. The final step is the 

learning of the decision function of the classifier from 

the extracted features such as Gaussian processes 

(GPs) [43,44], path forest [40], SVMs [43,45], 

probabilistic neural network (PNN) [46], least-square 

SVM [47], recurrent NN [48] and neural networks 

(NN) [49]. For the detection and diagnosis of cardiac 

vascular disease (CAD) and myocardial infarction 

(MI), automatic ECG signals [50] and heart rate [51] 

classification have been developed. Many different 

signal processing procedures and algorithms have 

been established and used for the extraction of 

features accurately from ECG signals and heart rate 

such as Discrete Wavelet Transform (DWT) 

[52,53,54,55], nonlinear methods [56,57,58,59,60], 

linear (time and frequency domain) [61,62] and 

Tunable Q Wavelet Transform (TQWT) [63] for the 

taxonomy of ECG signal. For the discovery and 

classification of ECG arrhythmia previously, most of 

the traditional methods for pattern recognition have 

been successful. However, presently deep learning, 

particularly CNNs, have obtained better performance 



Technical Journal, University of Engineering and Technology (UET) Taxila, Pakistan      Vol. 25 No. 2-2020 

ISSN:1813-1786 (Print)  2313-7770 (Online) 

 

87 

 

and popularity in the field of medical imaging [64, 

65], which encourages researchers to apply these 

methods [66]. The application of deep learning 

techniques in a complex medical situation has shown 

favorable results [67]. Generally, manual extraction 

of best features from the given dataset has a better 

influence on the computerized organization systems 

performance. Unfortunately, this manual feature 

extraction process is very time-consuming for which 

expert knowledge is needed and, yet, these extracted 

features concerning the changes in the data often fail 

to be robust. In contrast, this manual feature extraction 

process of conventional classification methods can 

now be eliminated using state-of-the-art CNNs that 

automatically extract characteristic features directly 

from the given data itself. 

In a recent study, a deep learning technique is 

projected for the recognition of PVC beats from 

the ECG signal [68]. To classify between normal 

and PVC beats, a six hidden layers deep learning 

architecture was trained by giving input of various 

six extracted features from the ECG signal. In [69] 

the authors revealed that a deep CNN was used for 

the automatic extraction of features from raw ECG 

data for the classification of two cardiac 

situations, paroxysmal atrial fibrillation (PAF) 

and regular beats. One of the main disadvantages 

of training a CNN from scratch is the requirement 

for a vast dataset to obtain good results from the 

given data. Additionally, making the CNN deeper 

increases the number of convolutional layers in 

the network model, thereby increasing the 

computational cost during the training phase. 

Now, to train such deep networks, a powerful 

Graphical Processing Unit (GPU) computer is 

needed.  

In transfer learning [70], a pre-trained CNN 

algorithm is manually imported for the desired 

task of automatically extracting features from the 

given data. An example of a pre-trained CNN 

algorithm is to introduce a general image dataset 

for the job of medical imaging. For pathology 

classification, a pre-trained algorithm is used for 

the extraction of features automatically from the 

given data, which is an input to the classifier 

where final classification is carried out. Moreover, 

one or more layers can be re-trained (fine-tuned) 

of the pre-trained network manually for any given 

data task.  

In this research paper, a 2-D CNN was 

transformed into a 1-D CNN model. The 

suggested 1-D CNN algorithm diagnoses and 

classifies the following five different types of 

arrhythmia, i.e., N, VPC, LBB, APC, and RBB. 

The contributions of the proposed model are as 

follows. 

• The suggested technique does not demand 

post-processing of the ECG signals. 

• The process does not require hand-crafted 

feature extraction.  

• The proposed model has lower computational 

complexity than the previous models used for 

the classification of arrhythmia types.  

• The results have better performance accuracy 

than current state-of-the-art algorithms for the 

arrhythmia classification. 

 

III. METHODOLOGY 

 

This part of the paper mainly explains the 

techniques of data processing, its principles, and its 

applications. From Figure 3, there are four crucial 

steps in the whole process, i.e., signal processing, 

partitioning of the signal, extraction of features from 

the data, and categorization based on the extracted 

features. Firstly, we can apply the method of wavelet 

threshold and reconstruction algorithm of wavelet 

decomposition together to remove noise from the 

original ECG wave. The technique of wavelet 

threshold can reduce electromyographic noise in 

addition to power line noise interference. 

In contrast, the reconstruction algorithm of wavelet 

decomposition reduces the baseline drift noise from 

the noisy ECG wave. These two basic methods are 

initially intended to eliminate noise from the ECG 

wave, which is used for further processing. Finally, 

the heartbeat signal is put forward directly to the CNN 

model so that the best features are extracted, and ECG 

signals can be classified. 

A.  Preprocessing of Data  

Noise has three primary forms, which are power line 

interference, baseline drift, and electromyographic 

noise in the ECG signal [71]. The noise from the 

source ECG wave must be removed so that we can get 

a denoised ECG signal for further processing. 

Therefore, we can apply the method of wavelet 

threshold and reconstruction algorithm of wavelet 

decomposition together for noise elimination from the 

original ECG wave. The technique of wavelet 

threshold can reduce electromyographic noise along 

with power line noise interference. In contrast, the 

reconstruction algorithm of wavelet decomposition 

reduces the baseline drift noise from the noisy ECG 

wave. These two basic methods are initially intended 

to eliminate noise from the ECG signal so that we can 

get a denoised ECG signal for further processing. 

After this step, the method of wavelet inverse 
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transform is applied so that we can get the denoised 

ECG signal. The wavelet reconstruction algorithm is 

used to resolve the source ECG signals into different 

regions, and every part is further divided into different 

frequencies. At last, the ECG signal is restructured by 

finding the diverse range of frequencies of the useful 

signals. 

 
Fig. 3: Complete process flow of ECG signal 

classification 

B. CNN (Convolution Neural Network) 

There are two main parts of CNN, extraction of 

features and classification of features. The features 

extraction part of CNN is responsible for 

automatically extraction of best features from the 

ECG wave. These extracted features are used for the 

accurate classification of the ECG signal. In other 

words, these two parts of CNN accomplish the 

primary function of a CNN [72]. The features 

extraction part of the CNN consists of convolution 

layer and sampling layer. The fuzzy filter of the 

convolution layer is used to diminish the noise from 

the original ECG wave; then features of the ECG 

signal can be enhanced. The convolution process is 

done between the upper layer feature vector and the 

current layer convolution kernel layer. The activation 

function of the CNN finally completes the 

convolution process calculations. Equation 1 gives the 

convolution layer output. 

𝑦𝑖
𝑙 = 𝑓 ( ∑ 𝑦𝑖

𝑙−1

𝑗∈𝑁𝑖

∗ 𝑊𝑗𝑖
1 + 𝑏𝑖

𝑙) (1) 

 

Where  

𝑦𝑖 
𝑙 is a feature vector which corresponds to 1𝑡ℎ 

layer of 𝑖𝑡ℎ convolution filter or kernel. 

𝑁𝑖 is the present neuron of responsive field.  
𝑊𝑗𝑖

1 denotes the weight or bias coefficient assign to 

the 1𝑡ℎ layer of 𝑗𝑡ℎ convolution filter. 𝑓 is a 

nonlinear function. 

The downsampling layer of CNN reduces the size 

and dimension of the ECG signal data but also 

maintains the vital information of the ECG data. 

The downsampling layer further extracts the best 

features from the ECG data, and spatial resolution 

is decreasing between two hidden layers of the 

CNN. The following formula represents it: 

 

 

𝑦𝑖
1 = 𝑓(𝛽𝑖

𝑙  𝑑𝑜𝑤𝑛 (𝑦𝑖
𝑙−1) + 𝑏𝑖

𝑙) (2) 

 

Where 

 𝑑𝑜𝑤𝑛( ) denotes the function of downsampling 

𝛽𝑖
𝑙 represents the weight coefficient  

𝑏𝑖
𝑙 denotes the bias coefficient 

 

Besides the convolution layer and downsampling 

layer of the CNN, there are also an input layer, fully-

connected layers, and an output layer. The CNN 

algorithm is first to assign before to train the model. 

Then ECG data is separated, and input as data, and 

specifies the target vector as output. Equation 3 

calculates the error compared with determine target 

vector output.  

𝐸𝑟 =
1

2
∑ (𝑔𝑝 − 𝑥𝑝)

2
≤ 𝜀

𝑚−1

𝑝=0

 (3) 

Where 

𝐸𝑟 is the total error function  

𝑥𝑝 denotes the result vector 

𝑔𝑝 is the target vector 

The CNN algorithm initially was developed for a two-

dimensional signal, but now we are using it for one-

dimensional data. Therefore, according to one-

dimensional data, we are modifying the CNN model 

architecture. The suggested CNN algorithm for the 

categorization of the 1-D ECG signal is presented in 

Figure 4. The proposed CNN model consists of input 

and output layers, three convolutional layers, three 

downsampling layers, and two fully-connected layers, 

which separate best features from the given data and 

spontaneously classify the given data based on the 

extracted attributes. In the convolution layer 1, a total 
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of eighteen convolution filters with a size of 7 

sampling points (SP) are used, which is an input of the 

ECG wave with 130 SP. Its output is 18 attribute 

vectors with 124 SP. The downsampling layer one is 

applied to pool the feature vectors from the 

convolution layer one; then, the feature vectors are 

reduced into 62 SP. The convolution layer two also 

consists of 18 convolution filters with a size of 7 SP, 

and its output is 324 attribute vectors with 56 SP. The 

size of the attribute vectors is reduced into 28 SP when 

they are passed through downsampling layer 2. The 

convolution layer three also consists of 18 

convolution filters with a size of 7 SP and 22 sampling 

points. In downsampling layer three, the size of the 

attributes is reduced into 11 SP. Then the extracted 

best features of the given data are passed to the fully-

connected layers, which automatically classify these 

features into its desired output results. 
 

C. Convolution Filter Optimization 

The dimension and number of the convolution filter 

have an excellent effect on the behavior of the model. 

Different convolution filters dimensions have been 

tested in this research, which give a different rate of 

change of error. Finally, we have chosen the optimal 

convolution filter size, i.e., 7*7 dimension and an 

optimal number of convolution filters, which have a 

minimum error rate.  

 

D. Learning Rate Optimization 

 

The number of convolution filters and the learning 

rate also have a very significant effect on the behavior 

of the model and the error rate. When we choose the 

value of the learning rate minimal, i.e., less than 0.1, 

then the convergence speed of the model is prolonged. 

When we select the value of learning rate large, i.e., 

greater than 0.1, then the model speed for 

convergence is fast, but asymmetrical changes occur 

in the rate of change of error. Therefore, we have 

chosen the optimum 0.1 value for the learning rate, 

which has a minimum error rate of the model for this 

optimum value.  

IV. EXPERIMENTS & RESULTS 

1) Dataset 

We have used in this research article, the MIT-BIH 

Arrhythmia Database [73] to train and test our 

proposed 1D CNN model. This repository is a famous 

database, which is used in the diagnosis and 

classification of arrhythmia disease. It comprises of 

24-hour segments of 2-channel ambulatory ECG 

recordings (single lead ECG), acquired from 47 

patients. All recordings of ECG signals have been 

analyzed by cardiologists independently. They label 

each beat, the kind of beat, and some other valuable 

information, i.e., changes of rhythm and artifact of 

noise. Due to these attributes, this dataset is very 

acceptable for arrhythmia classification using machine 

learning techniques.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4: Proposed CNN Model Architecture 
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2) Performance Evaluation 

The suggested 1-D CNN model diagnoses and 

classifies the following five different types of 

arrhythmia, i.e., N, VPC, LBB, APC, and RBB, with 

final accuracy of 97.8 %. 

The accuracy is the division of rightly classified 

examples by the total number of examples. 

Mathematically it is given as, 

𝐴  =   
𝑇𝑝+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                          (4)  

where 𝑇𝑝 denotes the number of cases correctly 

classified as needed, 
 
𝐹𝑃

 represents the number of 

cases wrongly classified as needed,   

𝑇𝑁 represent the number of cases correctly 

classified as not needed, 𝐹𝑁 represents the number 

of cases wrongly classified as not needed.  

3) Confusion Matrix and Accuracy 

The confusion matrix and accuracy of the proposed 

model is shown in figure 5. 

4) Comparison with other algorithms                                                                                                                                   

Table 1 shows the contrast between the proposed 1-D 

CNN and other modern CNN algorithms. The 

suggested CNN model has better accuracy than the 

previous 1-D CNN model for the same dataset for the 

automatic classification of CVDs, as shown in the 

given Table 1 

 

                                                                                                    Fig. 5: Confusion Matrix of proposed 1D CNN model 

Table 1: Comparison with other state-of-the-art algorithms 

Reference # Year Types of Arrhythmia Preprocessing Technique 
Feature Extraction 

Method 

Classification 

Algorithm 

Accuracy 

Obtained 

[74] 2007 
N, S (superventricular ectopic), 

VPC, F, Q  
Bandpass filter  Hermite transform  Block based NN 96.7% 

[75] 2011 
N, LBB, RBB, 

APC, VPC 
Bandpass filters  

CWT (Continuous 

Wavelet Transform)  

SVM 

+GA (Genetic 
Algorithm)  

97.3%  

[76]  2013 
N, LBB, RBB, 

APC, VPC  
Wavelet Method  

Pan Tompkins 

+ PCA 
NN+ LS-SVM  93% 

[77] 
2014 

  

N, SVT (Supraventricular 
tachycardia), VPC, F (fusion of 

ventricular and normal), 

Q(Paced) 

Wavelet 

Method 
Wavelet+ PCA+ICA  

SVM 

 
 

86.4 % 

[78] 2015  
N, LBB, RBB, 

APC, VPC  
Digital filter  Discrete Wavelet  NNWs  94% 

[79] 2016 N, S, V, F, Q Bandpass filter CNN Softmax 92.6% 

[80] 2017 
N, LBB, RBB, 

APC, VPC  
Wavelet Method  Wavelet Transform  

PNN (probabilistic 

neural network)  
92.8%  

[81] 2017 -  _  1-D CNN Softmax  96.4% 

[82] 2018 _ _ 1-D CNN _ 90.0% 

[83] 2019 N, PVC, PAB,  RBB, LBB Wavelet Method 1-D CNN Softmax 93.6 

Proposed 
Technique 

2020 
N, LBB, RBB, 
APC, VPC  

Wavelet combination 1-D CNN Softmax 97.8% 
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V. CONCLUSION & FUTURE WORK 

Accurate classification of the ECG signal can 

diagnose and even prevent cardiovascular disease. 

Accurate classification of health-related disorders is 

nowadays a handy research field in the fusion of 

medicine and modern machine learning technology. 

Original ECG signal contains noise; therefore, to get 

a good quality ECG signals, we have applied wavelet 

algorithms. Then the optimized CNN model was 

applied to the ECG signal, which learns useful 

attributes from the given data. Finally, it classified the 

ECG signal automatically based on the extracted 

features. Using the 1D CNN model for the 

classification of the ECG signal achieved an accuracy 

of 97.8%, which is an improvement over over other 

algorithms used in previous work.  

From this research, it is clear that the original 2-D 

CNN algorithm, which is used for two-dimensional 

data when optimized to a 1-D CNN algorithm, is 

feasible for the categorization of 1-D data. As a 

convolutional neural network algorithm could 

consume a lot of CPU (central processing unit) time 

in the absence of a graphical processing unit (GPU), 

it may present a threat to responsiveness. Hence, any 

change in the architecture of the CNN model needs 

training from the beginning, due resulting in long 

preprocessing times. Therefore, in the future, we can 

develop a more straightforward and efficient 

classification technique to optimize the CNN 

algorithm and gives better results than the present 

work. Besides, in this research study, we have used 

only a solitary lead ECG signal. In the future, we can 

use the proposed technique with multiple-lead ECG 

data so that experimental contents can be improved 

further. 
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