
Various proposed methods used for dimensionality 
reduction  can be divided in two main categories: [3-7]
feature extraction and feature selection. In feature 
selection, a subset of original features set is used that is 
always smaller than the original features set. While for 
feature extraction a new set of features are produced 
from raw data that are different and smaller from 
original data. Techniques like Subset Selection [8] and 
Random Forest [9] are used effectively for filtering out 
unnecessary features but problem is that all the features 
are not contributing for final results. So, we can say that 
we loss some information that does not contribute in 
final decision and could be important for decision 
making. As such techniques fails to use all the features 
so research of dimensionality reduction has moved 
towards feature extraction to much extent.
Different methods have been proposed to convert high-
dimensional data to low-dimensional with minimum 
information loss that mainly based on projection [10]. 
Some of these projection methods are LDA (Linear 
Discriminant Analysis) [11] and PCA (Principal 
Component Analysis) [12].  Both LDA and PCA are 
dimensionality reduction techniques that use linear 
transformation techniques. PCA does not use label 
information so fall in unsupervised learning technique. 
Its main task is to find principal components so it uses 
variance maximization to find the direction of principal 
components. LDA is known as supervised learning 
technique as it uses label information. Main goal of 
LDA is to find the axis information that maximize the 
distance between multiple classes along with 

directions. Later on different kernel functions [13-16] 
have been used to overcome these issues.

learning techniques are available for dimensionality 
reduction and working very well but number of other 
issues have also been seen like computational 
complexity, overfitting, model complications and leads 
to problem known as curse of dimensionality [2].

For conversion of high-dimensional data into low-
dimensional, one needs to maintain uniform 
relationships among data samples and new features. 
These relationships are crucial and main focus of
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 Image indexing is very important for image search 
and retrieval from large databases as well as on internet. 
Image retrieval from such databases is using tags 
attached with images. Manual tagging can always be 
suspicious so we are always in need of such system that 
can tag images with proper information as per image 
contents. Content based image retrieval (CBIR) can be 
used for such retrieval with two main tasks, first taks is 
generating such features that can represent image 
contents and secondly converting these features to 
some code that can be used to retrieve image[1].
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Abstract-  As high dimensional data is increasing day 
by day, importance of fast and precise features 
extraction is also increasing. Huge work in deep 
learning leads to autoencoders that are very useful 
methods for feature extraction as they tend to recreate 
the original data from same features. In deep learning, a 
lot depends on loss and objective function. Normally 
loss functions depend on input data without any 
relationship between input data. In this study, an 
extended relational model for autoencoders has been 
proposed that maps original data on the basis of data 
with combination to relation between data. This 
relation is based on ratio between data variance and 
magnitude. Convolutional autoencoder has been 
evaluated with proposed relational model in this study. 
Benchmark datasets of Mnist and Cifar10 have been 
used for experimental results. Comparison of proposed 
model has been made with different available loss 
functions and experimentally it has been proved that 
proposed relational model achieve lower construction 
loss with better accuracy and visual results. 

I. INTRODUCTION

Data we have in form of images, videos is multi-
dimensional data and converting it into some code is 
dimensionality reduction. Though many machine 
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dimensionality reduction study. Similarities for 
visualization for data samples and new features were 
used as relationship in Multidimensional Scaling 
(MDS) [17] while ISPMAP [18] extract low-
dimensional features by having same distances 
between data samples. LLE (Locally Linear 
Embedding) [19] maintain data relationships with 
involvement of local neighborhood while extracting 
low-dimensional information. In same way LE 
(Laplacian Eigenmaps) [20] uses pairwise distance 
information by minimizing it. Main issue of these 
techniques is that they use fixed and predefined 
relationships while this relationship could vary in 
different parts of image. Another problem faced is that 
these techniques extract features at once and there is no 
deeper level information and representations that could 
be more effective for data retrieval.

In this study, conventional autoencoders have been 
used to extract image representations that are further 
processes to obtain original images. Extensive 
experimentation has been performed on different 
benchmark datasets that produced favorable results. In 
remaining paper, Section II presents review of 
literature with some hashing and features extraction 
techniques. Section III presents our methodology in 
detail with activation and loss functions. Section IV 
contains experiments details and Section V concludes 
this study.

Deep neural networks can also be used for 
dimensionality reduction and autoencoders [21] are the 
ones that reduce dimensionality by minimizing 
reconstruction loss. They extract representations and 
tries to reproduce the same information from these 
representations using two steps. This is the main reason 
that autoencoders as well as its extensions like Sparse 
Autoencoders [22], Denoising Autoencoders [23], 
Contractive autoencoders [24] and Variational 
Autoencoders [25] are used to extract meaningful 
representations from given data. GAE (Generalized 
Autoencoders) [26] have been used weighted relational 
function that  minimizes distances between 
reconstructed instances and original ones. GAE has 
some drawbacks like calculating pair-wise distance, 
for all the weights, is very challenging and risky as 
some relationships could be emphasized while some 
are neglected and is very likely to lose some 
information. Solution of this problem has been 
proposed in RAE (Relational Autoencoders) [27]as 
RAE involves both features and their relationships 
while minimizing loss. Weak and trivial relationships 
have been filtered out by adding activation function.

II. LITERATURE REVIEW

 AE (Autoencoders) [28] were introduced for 
dimensionality reduction with linear functions and 
aiming to learn simpler representations. AE is 

unsupervised learning technique that encoded the 
representations with minimum loss. In [29] authors 
investigated and found that one layer autoencoders and 
PCA are same for dimensionality reduction but 
computationally AE requires more resources than 
PCA. But later on nonlinear activation functions were 
involved that make AE more useful and capable to 
extract good features [30]. Till this time computation 
time was biggest problem for deep neural model but in 
2006 [31] proposed deep network architecture i.e. 
Restricted Boltzmann Machine (RBM) and achieved 
optimization for global gradient. Using similar greedy 
layerwise method Bengio [32] trained stacked 
autoencoder for MNIST. Later on different studies [33-
36] in this field showed that stacked autoencoders are 
capable of learning abstract features and meaningful 
representation for better classification results. Further 
improvements were made afterwards [37] to increase 
sparsity of network structure that restrict the weights 
increment. To impose penalty on large weights 
regularization in loss function [38] was proposed. 
Denoising Autoencoders are proposed by Vincent et. 
al. [39] that used noises to solve this issue. They added 
Gaussain noise to input that was processed to extract 
original input from corrupted input.

II. PRELIMINARIES

Representations produced by these autoencoders 
somehow contain major information from original data 
that does not make them sensitive to variation in 
original information. CAE (Contractive Autoencoder) 
[24] was proposed to overcome this issue and make 
them sensitive to variation by maintaining mutual 
re la t ionships  be tween da ta  samples .  G A E 
(Generalized Autencoders) were proposed in [26] that 
results data relationships not data features. GAE uses 
distance weights to maintain data relationships that can 
achieve better results but again it could be biased when 
assigning pre-defined distance weights. To overcome 
this problem, a new loss function was proposed in [27]  
with RAE (Relation Autoencoders) that aims to 
minimize data representations as well as relationships.

 In this section basic autoencoder models for 
feature extraction will be discussed. These models will 
be used in next section with hashing to produce image 
tags.

In this method, original data from high-dimensional 
space is transformed to low-dimensional space using 
some linear or nonlinear function. Let if we have given 
a dataset D with N number of samples and M number of 
features. Let F  be the original feature set while a o

function A transforms F  to generate new feature set F  o n

and in any case |F | < |F |. n o

3.1. Feature Extraction
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3.2. Basic Autoencoder
Autoencoder has two main parts: encoder and decoder. 
Encoder is used to extract image representations or 
transforming original high-dimensional features to 
low-dimensional features while decoder works in vice 
versa. Encoder is a function A that transforms input 
dataset D to D'(hidden representations). This function 
A can be formulated as

A function could be linear or nonlinear. If it is an 
identity function that audoencoder will be extracting 
features linearly else it will work nonlinearly. W 
represents weight matrix while b is bias vector. 
Decoder function B is used to remap extracted 
representations back to original dataset D. Its 
mathematical presentation will be as

As discussed earlier that autoencoders generates 
representation by minimizing reconstruction loss of 
data only and its drawbacks are covered by RAE that 
minimizes reconstruction loss of data as well as 
relationships of the data. Objective function of RAE 
can be mathematically formed as:

A rectifier function [46] was used as activation 
function to make this algorithm computationally 
efficient and discarding unnecessary relationships. 
Rectifier function can be as under:

3.3. Relational Autoencoder (RAE)

where R(D) representing relationship between original 
data samples while R(D') is relationship between 
samples of extracted representations. α is scale 
parameter that helps in controlling reconstruction loss 
of data and its relationship. There are number of ways 
to model data relationship but in RAE, it based on 
similarities of original and extracted data. In this case 
objective function is given as under:

We need to find the parameter W, b , b  that are mainly D D'

used to minimize reconstruction loss.  Two 
reconstruction losses are used named as L  and L . L  1 2 1

works for linear reconstruction and generalized from 
squared error while for nonlinear reconstruction L  is 2

used that is derived from cross-entropy.

We will use the features extracted by encoder step of 
autoencoder but D = D' should be verified. Objective 
function of an autoencoder is given in eq.(3).

So, equation of coefficient of variation from eq. (10) 
will become:

Standard deviation σ is square root of variance that has 
been explained in following equations.

α is a scalar parameter that has been used to control data 
Tand relationship losses as shown in eq. DD  is same as 

Tmagnitude of D and D  will be same. In our observation 
data relationship should require some additional 
parameters like standard deviation or variance between 
data. We used coefficient of variation with a little 
modification to avoid problem of gradient. Equation 

for coefficient of variation [40] is given in eq. (10).

t is a threshold to differentiate weak and trivial 
relationship. So, the final objective function of RAE 

[27] is

Using eq. (19) for data relationship with squared error 
function, proposed objective function will become as 
under in eq. (20):

In eq. (18) if mean is close to zero or zero then there will 
be problem, even if mean is smaller proposed function 
will not tend to produce minimum value. As we are 
going to use it for our loss function, that should be 
minimized, we used sum of data instead of mean. So, 
eq. (18) will become
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V. IMPLEMENTATION

Experiments have been conducted on 2 most widely 
used datasets Cifar-10 and Mnist. Furthermore, results 

have been compared with state of the art methods [41-
46], [47, p.], [48].

 This approach was implemented using open 
source library KERAS with Tensorflow as a backend. 
System used in this process is equipped with ci7 
processor 7th generation with 16gb ram and NVIDIA 
1050 ti GPU. Software toolchain used to implement 
the model consist  of  I Python development 
environment using Keras 2.0 on Tensorflow backend 
and nvidia cuda 8.0. Training and testing data is 
manipulated in form of numpy arrays.

CIFAR-10: This dataset has 10 categories having 
32x32 color images. Each category has 6000 images, 

5.1. Experiments

5.2. Datasets:
Above mentioned two datasets were divided into 
training, testing and validation sets. Description of 
these sets including dataset is given as follows:

IV. EXTENDED RELATIONAL 

AUTOENCODERS

 As explained earlier different types of 
Autoencoders are there that can be used for 
dimensionality reduction and generating original 
image from same reduced data. In this study we have 
used extended version of relational convolutional 
autoencoder for features extraction and classification.

4.1. Extended Relational Convolutional Autoencoder 
(ERCAE)
Convolutional autoencoder works in combination to 
local values using simple convolution operation. This 
operation is used as encoder in convolutional 
autoencoder while its reverse operation is used as 
decoder to reconstruct original input. Its objective 
function is given as under:

where y' is basically predicted value. To this function as 
relation loss function following changes have been 
made.

Table 1 Structure of Extended Convolutional 
Autoencoder

MNIST: 10 categories of grayscale images having 
hand written images from 0 to 9 with total 70000 
images of 28x28 pixels. Training was performed using 
60000 images selected at random but equal from each 
class. Remaining 10000 were used for testing and 
validation purposes.

VI. EXPERIMENTAL WORK

As main focus of this study is on objective function, so, 
we used standard structure of convolutional 
autoencoder with 3 conv2D layers in encoding process 
along with maxpooling layers. Four conv2D layers 
with upsampling have been used for decoding process. 
Structure of these layers with parameters and output 
shape is given in the table 1.

so, in total we have 60000 color images in this dataset. 
50000 images were selected at random for training 
while remaining were divided in testing and validation 
at random.

6.1. Implemented Extended Relational Convolutional 
Autoencoder:

 I n  t h i s  s e c t i o n  m o d e l  a r c h i t e c t u r e , 
implementation details and training of these models on 
above mentioned datasets have been discussed.

Adadelta was used as optimizer function. Adadelta 
dynamically adapts over time, using only first order 
information and produces minimal computational 
overhead without requiring manual tuning of learning 
rate and shows robustness to noisy gradient 
information, various data modalities, different model 
architectures and selection of hyper parameters. 
Adadelta is represented by eq. (27):

where Δx  is parameter update at time t and RMS[g]  is t t

exponentially decaying average of RMS at t. This 
autoencoder was trained for 50 epochs with batch size 
of 256 with different loss functions to make a 
comparison.
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VII. RESULTS AND EVALUATIONS

Figures 1 and 2 show accuracy for MNIST and 
CIFAR10 datasets with Convolutional Autoencoder. 
Comparison have been made between different loss 
functions i.e. MSE, MSLE, MAE, MAPE, RLF with 
our proposed loss function. In these Figures it seems 
like our loss function is not having variations like 
others so Figures 3 and 4 clear this that variation is 
there and this loss function is working better than 
others for every epoch.

Loss function tries to minimize the loss of data for 
better accuracy and retrieval. Training loss of 
Convolutional Autoencoder has been shown in Figures 
5 and 6 with Mnist and Cifar10 datasets respectively. 
Though there is very small difference is there in 
comparison to some techniques but still ERLF is with 
lower loss and better accuracy as shown above.

 In this section, we present the performance 
evaluations of the proposed objective function with 
different autoencoders in comparison to different loss 
functions for MNIST and CIFAR10 datasets. 
Different metrics have been used for evaluations and 
comparison of classification quality. These metrics 
include training accuracy, loss measurement, 
classification accuracy. Different loss functions have 
been used for comparison including Mean Square 
Error (MSE), Mean Square Log Error (MSLE), Mean 
Absolute Error (MAE), Mean Absolute Percentage 
Error (MAPE), Relational Loss Function (RLF) and 
our proposed Extended Relational Loss Function 
(ERLF).

7.1.  Training Accuracy with Convolutional 
Autoencoder:

7.2. Loss with Convolutional Autoencoder:

Figure 1: Training Accuracy for MNIST with 
Convolutional AE

Figure 2: Training Accuracy for Cifar 10 with 
Convolutional AE

Figure 3: Accuracy of our Loss Function for MNIST

Figure 4 Accuracy of our Loss Function for Cifar10
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Figure 5: Training Loss for Mnist with 
Convolutional AE

Extracted features were evaluated with state-of-the-art 
classification techniques i.e. K Nearest Neighbour 
(KNN), Decision Tree (DT), Random Forest (RF), 
Multilayer Perceptron (MLP), Adaboost (AB) and 
Quadratic Discriminant Analysis (QDA). In table 2, 
comparison of accuracies using above mentioned 
techniques with Mnist and Cifar 10 datasets have been 
shown. Results show that our proposed loss function 
ERLF is giving better accuracy in comparison to other 
loss functions.

7.3. Accuracies with Convolutional Autoencoder:

VIII. GRAPHICAL RESULTS

 Tables 3 and 4 show the graphical results with 
convolutional autoencoders using different loss 
functions. In these tables first row is showing original 
images while other rows are showing images 
reproduced from extracted features in encoding 
process. Results from ERLF are shown with better 
visual presentation for both Mnist and Cifar10. Again, 
one thing to mention here that these autoencoders were 
standard ones just to make comparison of loss 
functions. If some deep autoencoders are used with 
ERLF then we can have better accuracy results as well 
as outputs.

Figure 6:Training Loss for Cifar10 with 
Convolutional AE
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IX. CONCLUSION AND FUTURE WORK
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