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Abstract-  Physical world often face complex 

systems, expressed in terms of mathematical models 

which are then symbolized as equivalent trimmed 

structures. In this context disparate inexistent 

approaches to lessen the order of unstable 

Discretized time second-orderly structured systems 

(SOSSs) are construed. Gramianns for equating are 

procured from Discretized time algebric Lyapnov 

equations (DALEs) as long as system stays stable. 

Nevertheless, if system under consideration is 

unstable, DALEs get unresolvable and curtailment 

carcass get stuck. To avert this, two structure 

retaining Discretized time secondOrder equated 

trimming approaches for unstable SOSSs are 

advised in the manuscript. Given unstable system 

goes through Bernouli-feedback stabilization 

framwork and then gramiann get contrived for 

resulting sustained system. Xformation of gramianns 

into pos and velo fragments takes place and as a result 

structural retainment in ROM is gotten. As proposed 

approach retains SecondOrderly structure along 

with sustained system dynamics, the said approach 

provides true approximation of incipient system. 

Above mentioned procedures are validated on 

various systems to prove the dominance of the 

developments. 
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I. INTRODUCTION 

 

 The transformation of complex higher order 

systems (CHOS) to mathematical models interprets 

H-dimensional O-differential equations or P-

differential equations which pose multiple 

challenges when exposed to investigation and 

synthesis. Direct processing of CHOS poses a 

serious threat of high computational costs. So it is 

desirable to translate CHOS to a system of similar 

nature but with lower dimensions/orders while 

carrying key characteristics of CHOS. This type of 

lower dimensional systems (LDS) are in great 

demand due to their simplicity of nature and found 

quite useful in sensitivity analysis, optimization and 

parameter tuning. Second order systems possess first 

two derivatives in their system dynamics as is the 

case of velocity and acceleration to displacement. In 

almost all fields, systems related to engineering and 

technology like skyscraper, International space 

station, mechatronics technology, image processing, 

community building, underground structures etc. are 

faced quite often. [1]–[8] and Discretized SOSS is 

portrayed in (1). 

 
𝜇𝑠𝑥[𝑘𝑖 + 2] + 𝜂𝑠𝑥[𝑘𝑖 + 1] + K𝑠𝑥[𝑘𝑖] = 𝐵𝑠2𝑢[𝑘𝑖]

𝐶𝑠2𝑥[𝑘𝑖 + 1] + 𝐶𝑠1𝑥[𝑘𝑖] = 𝑦𝑠[𝑘𝑖]                         (1)
 

where ηs ∈ R∼ n×n , µs ∈ R∼ n×n , βs2 ∈ R∼ n×m, Ks ∈ 

R∼ n×n Cs2 and Cs1 ∈ R∼ p×n , x(t) ∈ R∼ n , us(t) ∈ 

R∼ m and y(t) ∈ R∼ p , n is system order, m is No. of 

input(s), p is nomb O/P(s) of system.  

(1) in GenForm as: 

𝛾𝑞[𝑘𝑖 + 1] = 𝛼𝑞[𝑘𝑖] + 𝐵𝑠𝑢[𝑘𝑖]

𝑦[𝑘𝑖] = 𝐶𝑠𝑞[𝑘𝑖]

                            (2) 

with q[ki] =[
 

x[ki]T    x[ki + 1]T]T 

 

γ=  [
𝐼𝑠 0
0 µ𝑠

]         α = [
0 𝐼𝑠

−𝐾𝑠 −𝜂𝑠
]          

 

Bs = [
0

𝐵𝑠2
]           C = [𝐶𝑠1    𝐶𝑠2] 

 

The desired LDM given as:  

𝜇𝑠𝑟𝑥𝑟[𝑘𝑖 + 2] + 𝜂𝑠𝑟𝑥𝑟[𝑘𝑖 + 1] + K𝑠𝑟𝑥𝑟[𝑘𝑖] = 𝐵𝑠2𝑟𝑢[𝑘𝑖]

𝐶𝑠2𝑟𝑥𝑟[𝑘𝑖 + 1] + 𝐶𝑠1𝑟𝑥𝑟[𝑘𝑖] = 𝑦𝑠𝑟[𝑘𝑖]
 

(3) 

𝜇𝑠𝑟 ∈ ℝ∼ 𝑟×𝑟 , 𝜂𝑠𝑟 ∈ ℝ∼ 𝑟×𝑟 , K𝑠𝑟 ∈ ℝ∼ 𝑟×𝑟 , 𝛽𝑠2𝑟 ∈ 

ℝ∼ 𝑟×𝑚, 𝐶𝑠1𝑟  and 𝐶𝑠2𝑟 ∈ ℝ∼ 𝑝×𝑟 , 
𝛾𝑟𝑞𝑟[𝑘𝑖 + 1] = 𝛼𝑟𝑞𝑟[𝑘𝑖] + 𝐵𝑠𝑟𝑢[𝑘𝑖]

𝑦𝑠𝑟[𝑘𝑖] = 𝐶𝑟𝑞𝑟[𝑘𝑖]
 

(4) 
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II. RELATED WORK 

 

 Moore came up with his notion of 

BalancedTruncation in his publication entitled 

"Principle CompAnalysis in Linear Systems" [9] 

which is special one in his endeavors. However, 

model curtailment was introduced by [10] for 

generalized systems in 1966. Then [11-12] modified 

it further respectively. On Structure-preservation 

[13], used integration algorithms depending mostly 

on numerical techniques while [14] preferred 

interpolation-based model reduction over the 

ordinary StateSpace 1st order adjustments using R-

Krylof procedures. Similarly [15-17] used the error 

of Hamiltonian because of reduction as an error 

empirical interpolation approach, [18] continued to 

ensure preservation of port-Hamiltonian structure 

and [19] utilized dominant pole algorithm in his 

structure preservation effort. Balanced truncation 

for second order systems was first applied by [20], 

while [21] used the H2-optimal I-rational Krilof 

proposition. In [22], author brought in the idea of 

balancing which eventually paved the way for 

balanced truncation process development. For first 

order systems, solicitations in [23], are very much 

targeting the final developments of the process. 

However, early reduction mechanism couldn’t 

preserve the original structure in reduced form (RF) 

[24-25]. But developments in this direction 

afterwards like modified Anoldi, second Order 

balanced truncation technique (SOBTT) and 

matching of moments (Krilof-subspeces) [4], [22], 

[25-30] etc. retained second order structure in RF of 

LDS. Approaches like Krilof, Anoldi, or 

MomentMatching did acquire the reduction of the 

model but RF got unstable in process. Similarly, a-

prior error bounds not found in the due course. But 

RF of the system is preserved and do reside the a-

prior reduction E-bounds for SOBTT [24-25], [31-

33]. [20] offered a variety of SOBTTs for stable 

SOSs. Various practical requirements of existing 

systems ask for development of RF of CHOS 

realized to a particular frequency interval 

exclusively. This brings us to the mechanism of 

limited frequency LDS (LFLDS) techniques [7], 

[34-36]. In LFLDS, solicitation of reduced model is 

truely converging on a defined frequency interval. In 

LFLDS techniques for maintained systems offered 

for balancing of controlabity-gramiann with 

obsevability-gramiann on an underscored frequency 

hiatus is formulated. The notion for LFLDS in case 

of S-systems was conferred by [23] and same 

intellect was expanded by [37] for Gen-systems. 

Contributions by [34], [38] on the SOBTT intellect 

have been found quite significant. LFLDS of 

continual and discretized time maintained SOSSs 

utilizing SOBTT have been really contributory. For 

stable systems all goes perfect but when system is 

unstable by default, this instability cause serious 

consequences to reduction process as the algebric 

Lypnov equations (ALEs) get incomprehensible and 

involved mathematical approach gets halted. 

Numerous LDS techniques [39-48] etc. for similar 

purposes have been introduced. For reduction 

mechanism ahead, these techniques first stabilize the 

unstable system as a prerequisite. But it’s a bit ironic 

that, these techniques do not take care of the multiple 

issues involved when LDS of unstable SOSs takes 

place. None of the techniques mentioned above play 

a role to reduction process of second order form of 

the unstable systems. Structure preservation of 

matrices involved in ROM is not seen a matter of 

concern. As a result, we are left with a form of LDS 

that not only prohibit analysis rather it does not 

allow design procedures to take place and ROM 

carries no value. Alongside, LFLDS mechanism, 

underscoring LF deployments of unstable SOSSs, 

not seen in any of the approaches shown by the 

literary world. Having seen the facts above, current 

effort addresses, structure preserving LDS 

techniques for LFLDS fulfillments of unstable 

SOSs. To stabilize unstable SOSS, Bernoulli 

feedback stabilisation (BSF) and limited frequency 

gramianns (LFGs) are conferred using LF 

continuous ALEs. The SOS once stabilized, is 

importuned in continuous ALEs to find out 

gramianns for balanced truncation. On the way, a 

highly innovative and convincing approach is 

supplicated to find out Cholisky factorisation of 

limited FGs and configuration of continuous ALEs. 

Procedural gramianns are bifurcated in pos and velo 

fragments to retain structure preservation in ROM. 

Additionally, the obtained gramianns are poised 

with different collocations to find assorted SOBTTs. 

ROM acquired in this process shows SOS 

disposition as well as optimization in desired 

frequency domain. proposed limited interval 

techniques are collated with infinite range 

techniques for myriad unstable SOSs to endorse the 

proposed development and superiority. Results for a 

benchmark example [49]) and few other examples 

are portrayed and accomplished Collocation of 

proposed techniques is analyzed. The ensued 

publication is structured as below. The section ahead 

elaborates basics on stable/unstable SOSSs trailed 

by proposed techniques in section 4. data analysis 

outcomes discussed in section 5 and publication is 

concluded.  

 

III. ORDER-2 SYSTEM 

 

The TF matrics of SOS (1) is as: 

 

𝐻(𝑧) = (𝑧𝐶𝑠2 + 𝐶𝑠1)(𝑧
2𝜇𝑠 + 𝑧𝜂𝑠 + K𝑠)

−1𝐵𝑠2     (5) 

or 𝐻 = [𝜇𝑠, 𝜂𝑠,  K𝑠 , 𝐵𝑠2, 𝐶𝑠1, 𝐶𝑠2]. System (1) is 

stable with no zeros of 𝑃(𝜆) = 𝜆2𝜇𝑠 + 𝜆𝜂𝑠 + K𝑠 

exists exterior to unitary circled while zeros are in 

the interior part of the unitary circular zone. 

Furthermore,   sys   (1)   is   controlled   only   when 
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ranked [𝜆2𝜇𝑠 + 𝜆𝜂𝑠 + K𝑠 , 𝐵𝑠2] = 𝑛 for all 𝜆 ∈ 𝐶 

and observed when 

rank [𝜆2𝜇𝑠
𝑇 + 𝜆𝜂𝑠

𝑇 + K𝑠
𝑇 , 𝜆𝐶𝑠2

𝑇 + 𝐶𝑠1
𝑇 ] = 𝑛 for all 𝜆

∈ 𝐶 

commensuratingly, system (1) is controlable and 

observable if and only if the first order system (2) is 

controlable and observable respectively i.e. 

ranked [𝜆 ⋎ −𝛼, 𝐵] = 2𝑛 and ranked [𝜆𝛾𝑇 −
𝛼𝑇 , 𝐶𝑇] = 2𝑛 for all 𝜆 ∈ 𝐶. 

For stable system (1) (having all the eignvalues 

(EVs) of the pencil 𝜆 ⋎ −𝛼 inside the unit-circle), 

the discrete gramianns would be: 

𝑊𝑐  = ∑  

∞

𝑘=0

 𝜙𝑑
𝑘𝐵𝐵𝑇(𝜙𝑑

𝑇)𝑘

𝑊𝑜  = ∑  

∞

𝑘=0

  (𝜙𝑑
𝑇)𝑘𝐶𝑇𝐶𝜙𝑑

 

are the positive semidefinite, unique and symmetric 

solutions of the DALEs: 

𝛼𝑊𝑐𝛼 − 𝛾𝑇𝑊𝑐𝛾
𝑇 = −𝐵𝐵𝑇

𝛼𝑇𝑊𝑜𝛼 − 𝛾𝑇𝑊𝑜𝛾 = −𝐶𝑇𝐶
 

where 𝜙𝑑 = 𝑒𝛾−1𝛼𝑘 ⋎−1 is the fundamental solution 

matrix of (2). 

Though, when order-2 sys of (1) is unstabled, 

Lypnov Eqns. (8) and (9) come up with 

indeterminate configuration which eventually 

breaks the flow of maintained trimming. To obviate 

this imposition, in the next component, approaches 

for MOR of unstabled discretized time systems are 

solicited. 

 

A. Proclaimed Methods  

DALEs will be workable for unstable Discretized 

time SOS (2) when Burnoulli review stabilisation is 

extended to make the SOSS stable and consequently 

utilized to formulate gramianns. Later on gramianns 

are apportioned in to pos-velo excerpts to retain 

structure preservation. ROM is gotton using 

discretized time order-2 balanced trimming 

(DSOBT). 

 

1) Stablized outcome for Unstable Discretized Time 

System 

In an initial effort, Burnouli review workout 

gramianns takes place (10)-(13), to stabilize system 

(2), [50]  
 

𝛼𝑊𝑐𝛼 − 𝛾𝑇𝑊𝑐𝛾
𝑇 = −𝐵𝐵𝑇

𝛼𝑇𝑊𝑜𝛼 − 𝛾𝑇𝑊𝑜 ⋎= −𝐶𝑇𝐶
 

Hence 𝐾𝑐 = 𝐵𝑇𝑋𝑐 ⋎ and 𝐾𝑜 =⋎ 𝑋𝑜𝐶
𝑇 are Bernouli 

stabilized feedback matrics, that’s why the matrics 

𝑋𝑐 and 𝑋𝑜 are the respective maintaining workouts 

of the algebric Bernouli eqns. (12), (13) 

 
𝛼𝑇𝑋𝑐𝛼 −⋎𝑇 𝑋𝑐 ⋎=⋎𝑇 𝑋𝑐𝐵𝐵𝑇𝑋𝑐 ⋎

𝛼𝑋𝑜𝛼
𝑇 −⋎ 𝑋𝑜 ⋎𝑇=⋎ 𝑋𝑜𝐶

𝑇𝐶𝑋𝑜 ⋎𝑇 

apportioning of gramianns found from (10) and (11) 

relents 

𝑊cstb  = [
𝑊pcstb 𝑊12 cstb 

𝑊12 cstb 
𝑇 𝑊vcstb 

] ,

𝑊ostb  = [
𝑊postb 𝑊12 ostb 

𝑊12 ostb 
𝑇 𝑊vostb 

]

 

where 𝑊vostb ,𝑊postb ,𝑊𝑣𝑐𝑠𝑡𝑏 and 𝑊𝑝𝑐𝑠𝑡𝑏 are velo and 

pos obsevability and controlability gramianns in the 

go.  

When pos and velo gramianns multiplied, relents the 

following denotation.  

Denotation 1: Observe a stablised system as in (1) 

[20]. The SQURT of the eugenvalues of products  

1) WpcstbWpostb are the HenkelValues for pos.  

2) WvcstbMT WvostbM are the HenkelValues for velo.  

3) WpcstbMT WvostbM are the HenkelValues for pos-

velo.  

4) WvcstbWpostb are the HenkelValues for velo-pos. 

 

B. Maintained Xformation For Stabilised Systems 

For order-2 maintained Xformation, disparate 

maintaining approaches can be considered to 

stablize sys. for velo-pos HankelValues acquisition. 

Denotation 2: The stablized SOSS is pronounced: 

1) Pos-Maintained if Wpcstb=Wpostb=diag(ζpstb
1,…, 

ζpstb
n). 

2) velo equated if Wvcstb = Wvostb = diag(ζvstb
1,..., 

ζvstb
n).  

3) pos-velo equated if Wpcstb = Wvostb = diag(ζpvstb
1, 

..., ζpvstb
n).  

4) velo-pos equated if Wvcstb = Wpostb = diag(ζ vpstb
1 , 

..., ζvpstb
n).  

here HSVs for finite hiatus descendingly 

represented by ζ. It can be either velo or pos or both 

velo-pos arrangements. Maintained Xformation 

may be derived through Cholsky factrization of 

gramianns given as: 

𝑊𝑝𝑐𝑠𝑡𝑏 = 𝑅𝑝𝑠𝑡𝑏𝑅𝑝𝑠𝑡𝑏
𝑇 𝑊𝑣𝑐𝑠𝑡𝑏 = 𝑅𝑣𝑠𝑡𝑏𝑅𝑣𝑠𝑡𝑏

𝑇

𝑊𝑝𝑜𝑠𝑡𝑏 = 𝐿𝑝𝑠𝑡𝑏𝐿𝑝𝑠𝑡𝑏
𝑇 𝑊𝑣𝑜𝑠𝑡𝑏 = 𝐿𝑣𝑠𝑡𝑏𝐿𝑣𝑠𝑡𝑏

𝑇  

where 𝑅𝑝𝑠𝑡𝑏 , 𝑅𝑣𝑠𝑡𝑏 , 𝐿𝑝𝑠𝑡𝑏 , 𝐿𝑣𝑠𝑡𝑏 ∈ 𝑅𝑛×𝑛 are 

LowerTriangular nonsingular Cholsky factors to 

calculate HSVs through ClassicalSingular values as 

below: 

(𝜁𝑖
𝑝𝑠𝑡𝑏

)
2

= 𝜆𝑖(𝑊𝑝𝑐𝑠𝑡𝑏𝑊𝑝𝑜𝑠𝑡𝑏)

= 𝜆𝑖(𝑅𝑝𝑠𝑡𝑏𝑅𝑝𝑠𝑡𝑏
𝑇 𝐿𝑝𝑠𝑡𝑏𝐿𝑝𝑠𝑡𝑏

𝑇 )

= 𝜆𝑖(𝐿𝑝𝑠𝑡𝑏
𝑇 𝑅𝑝𝑠𝑡𝑏𝑅𝑝𝑠𝑡𝑏

𝑇 𝐿𝑝𝑠𝑡𝑏) = 𝜎𝑖
2(𝑅𝑝𝑠𝑡𝑏𝐿𝑝𝑠𝑡𝑏)

 

where 𝜎𝑖𝑠𝑡𝑏 's are clasical SVs. So 𝜁𝑖
𝑣𝑠𝑡𝑏 =

𝜎𝑖(𝑅𝑣𝑠𝑡𝑏
𝑇 𝑀𝑇𝐿𝑣𝑠𝑡𝑏), 𝜁𝑖

𝑝𝑣𝑠𝑡𝑏
= 𝜎𝑖(𝑅𝑝𝑠𝑡𝑏

𝑇 𝑀𝑇𝐿𝑣𝑠𝑡𝑏), and 

𝜁𝑖
𝑣𝑝𝑠𝑡𝑏

= 𝜎𝑖(𝑅𝑣𝑠𝑡𝑏
𝑇 𝐿𝑝𝑠𝑡𝑏). Above products are 

decomposed singularly to provide: 

𝑅𝑝𝑠𝑡𝑏
𝑇 𝐿𝑝𝑠𝑡𝑏 = 𝑈𝑝𝑠𝑡𝑏Σ𝑝𝑠𝑡𝑏𝑉𝑝𝑠𝑡𝑏

𝑇

𝑅𝑣𝑠𝑡𝑏
𝑇 𝑀𝑇𝐿𝑣𝑠𝑡𝑏 = 𝑈𝑣𝑠𝑡𝑏Σ𝑣𝑠𝑡𝑏𝑉𝑣𝑠𝑡𝑏

𝑇

𝑅𝑝𝑠𝑡𝑏
𝑇 𝑀𝑇𝐿𝑣𝑠𝑡𝑏 = 𝑈𝑝𝑣𝑠𝑡𝑏Σ𝑝𝑣𝑠𝑡𝑏𝑉𝑝𝑣𝑠𝑡𝑏

𝑇

𝑅𝑣𝑠𝑡𝑏
𝑇 𝐿𝑝𝑠𝑡𝑏

𝑇 = 𝑈𝑣𝑝𝑠𝑡𝑏Σ𝑣𝑝𝑠𝑡𝑏𝑉𝑣𝑝𝑠𝑡𝑏
𝑇

 

where 𝑈𝑝𝑠𝑡𝑏 , 𝑉𝑝𝑠𝑡𝑏 , 𝑈𝑣𝑠𝑡𝑏 , 𝑉𝑣𝑠𝑡𝑏 , 𝑈𝑝𝑣𝑠𝑡𝑏 , 𝑉𝑝𝑣𝑠𝑡𝑏, 

𝑈𝑣𝑝𝑠𝑡𝑏 , 𝑉𝑣𝑝𝑠𝑡𝑏 are the orthgonal matrics, But: 

 

 

       (6) 

 
 

       (7) 

       (8) 

       (9) 

     (10) 

     (11) 

     (12) 

     (13) 

(14) 

(15) 
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FIGURE 1: Depiction of retorts for Example-1 

 

FIGURE 2: Depiction of retorts for Example-2 

 

 

FIGURE 3: Depiction of retorts for I1 − O1 

Example-3 

 

 

FIGURE 4: Depiction of retorts for I1 − O2 

Example-3 

 

 

FIGURE 5: Depiction of retorts for I1 − O1 

Example-4 

 

 

FIGURE 6: Depiction of retorts for I1 − O2 

Example-4 
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Σ𝑝𝑠𝑡𝑏  = diag (𝜁1
𝑝𝑠𝑡𝑏

, … , 𝜁𝑛
𝑝𝑠𝑡𝑏

)

Σ𝑣𝑠𝑡𝑏  = diag (𝜁1
𝑣𝑠𝑡𝑏 , … , 𝜁𝑛

𝑣𝑠𝑡𝑏)

Σ𝑝𝑣𝑠𝑡𝑏  = diag (𝜁1
𝑝𝑣𝑠𝑡𝑏

, … , 𝜁𝑛
𝑝𝑣𝑡𝑏

)

Σ𝑣𝑝𝑠𝑡𝑏  = diag (𝜁1
𝑣𝑝𝑠𝑡𝑏

, … , 𝜁𝑛
𝑣𝑝𝑠𝑡𝑏

)

 

are NonsingularMatrics. Equation (15) is there for 

maintained Xformation (Plstb, Prstb) for 

manipulations of denotation 2. 

 

1) Maintained Trimming for Stablized Discretized 

Time SOS  

As given above, the maitained Xformation relents 

HSVs.  

Algorithm 1: FFDSOBTp 

 

Input: Given a stable SOSS 𝐻 =
[𝜇𝑠, 𝜂𝑠,  K𝑠 , 𝐵𝑠2, 𝐶𝑠1, 𝐶𝑠2] and frequency hiatus Δ̂ : 

Output: The FLROM 𝐻𝑟 =
[𝜇𝑠𝑟 , 𝜂𝑠𝑟 ,  K𝑠𝑟 , 𝐵𝑠2𝑟 , 𝐶𝑠1𝑟 , 𝐶𝑠2𝑟]  
1. Jot down the DLFGs 𝑊𝑝̂𝑐Δ̂,𝑊𝑝̃𝑜Δ̂,𝑊𝑣̂𝑐Δ̂ and 

𝑊𝑣̃𝑜Δ̂ using (10) and (11). 

2. Jot down the Cholsky facets 𝑅𝑝Λ̂, 𝑅𝑢Λ̂, 𝐿𝑝Λ̂ and 

𝐿𝑛Λ̂ of DLFGs using (14). 

3. Compute SVD for the products: 

𝑅𝑝Δ̇
𝑇 𝐿𝑝Δ̇ = [𝑈𝑝1Δ̂ 𝑈𝑝2Δ̂] [

Σ̃𝑝1Δ̂ 0

0 Σ̃𝑝2Δ̂

] [𝑉𝑝1Δ 𝑉𝑝2Δ̂]𝑇

𝑅𝑣Δ̂
𝑇 𝑀𝑇𝐿𝑣Δ̇ = [𝑈𝑣1Δ̂ 𝑈𝑣2Δ̂] [

Σ̃𝑣1Δ̂ 0

0 Σ̃𝑣2Δ̇

] [𝑉𝑣1Δ̀ 𝑉𝑣2Δ̀]𝑇

where the matrices [𝑈𝑝1Δ 𝑈𝑝2Δ], [𝑉𝑝1Δ 𝑉𝑝2Δ],

[𝑈𝑣1Δ 𝑈𝑣2Δ] and [𝑉𝑣1Δ 𝑉𝑣2Δ] are orthogonal and

Σ̃𝑝1Δ̂ = diagnn (𝜁1
𝑝Δ̂

, … , 𝜁𝑟
𝑝Δ̇

)  Σ̃𝑝2Δ̂ = diagnn (𝜁𝑟+

𝑝Δ̂
, … , 𝜁𝑛

𝑝Δ

Σ̃𝑣1Δ = diagnn (𝜁1
𝑣Δ, … , 𝜁𝑟

𝑣Δ̂) Σ̃𝑣2Δ̂ = diagnn (𝜁𝑟+
𝑣Δ̂, … , 𝜁𝑛

𝑣Δ̇

 

4. Calculate the ROM 

𝜇𝑠𝑟 = 𝑃
𝑙Δ̀
𝑇 𝑀𝑃𝑟Δ̂ 𝜂𝑠𝑟 = 𝑃

𝑙Δ̀
𝑇 𝐷𝑃𝑟Δ̂  K𝑠𝑟 = 𝑃

𝑙Δ̀
𝑇 𝐾𝑃𝑟Δ̂

𝐵𝑠2𝑟 = 𝑃
𝑙Δ̂
𝑇 𝐵𝑠2 𝐶𝑠1𝑟 = 𝐶1𝑃𝑟Δ̂ 𝐶𝑠2𝑟 = 𝐶2𝑃𝑟Δ̂

 

where 𝑃𝑙Δ̃ = 𝐿𝑣Δ̃𝑉𝑣1Δ̂Σ̃
𝑝1Δ‾
−1/2

 and  

𝑃𝑟Δ̂ = 𝑅𝑝Δ̇𝑈𝑝1Δ̂Σ̃
𝑝1Δ̃

−1/2
 

Algorithm 2: (LFDSOBTpv) 

Input: Find here a stable SOSS 𝐻 =
[𝜇𝑠, 𝜂𝑠,  K𝑠 , 𝐵𝑠2, 𝐶𝑠1, 𝐶𝑠2] and frequency hiatus Δ̂ : 

Output: The FLROM 𝐻𝑟 =
[𝜇𝑠𝑟 , 𝜂𝑠𝑟 ,  K𝑠𝑟 , 𝐵𝑠2𝑟 , 𝐶𝑠1𝑟 , 𝐶𝑠2𝑟]  
1. Jot down the DLFGs 𝑊𝑝̂𝑐Δ̂ and 𝑊𝑣̃𝑜Δ̂ using (10) 

and (11). 

2. Jot down the Cholsky factors 𝑅𝑝Δ̇ and 𝐿𝑣Δ̂ of 

DLFGs 𝑊𝑝̂𝑐Δ̂ and 𝑊𝑣̃𝑜Δ̂ as given in (14).  

3. Compute SVD for the products: 

= [𝑈𝑝𝑣1Δ̂
𝑇 𝑈𝑝𝑣2Δ̂] [

Σ̃𝑝̂Δ̂1𝑀
𝑇𝐿𝑣Δ̂ 0

0 Σ̃𝑝̂𝑣̂2Δ̂

] [𝑉𝑝̂𝑣̂1Δ̂ 𝑉𝑝̂𝑣̂2Δ̂]𝑇 

where [𝑈𝑝̂𝑣1Δ 𝑈𝑝̂𝑣2Δ̂] and [𝑉𝑝̂𝑣1Δ̂ 𝑉𝑝̂𝑣̂2Δ̂] are 

orthogonal and Σ̃𝑝̂𝑣1Δ̂ = diagnn (𝜁1
𝑝𝑣̂

Δ̂, … , 𝜁𝑟
𝑝̂𝑣̂

), 

Σ̃𝑝̂𝑣̂2Δ = diagnn (𝜁𝑟+1
𝑝𝑣Δ̂

, … , 𝜁𝑛
𝑝̂𝑣Δ

) 

4. Calculate the ROM 

𝜇𝑠𝑟 = 𝐼𝑛 𝜂𝑠𝑟 = 𝑃𝑙Δ
𝑇 𝐷𝑃𝑟Δ̂ 𝐾𝑟 = 𝑃𝑙Δ

𝑇 𝐾𝑃𝑟Δ̂

𝐵𝑠2𝑟 = 𝑃𝑙Δ
𝑇 𝐵𝑠2 𝐶𝑠1𝑟 = 𝐶1𝑃𝑟Δ̂ 𝐶𝑠2𝑟 = 𝐶2𝑃𝑟Δ̂

 

where 𝑃𝑙Δ̂ = 𝐿𝑣Δ̂𝑉𝑝𝑣̂1Δ̂Δ
Σ̃

𝑝̂𝑣1Δ̂

−1/2
 and 𝑃𝑟Δ̂ =

𝑅𝑝Δ̂𝑈𝑝̂𝑣1Δ̂Σ̃
𝑝̂𝑣1Δ̂

−1/2
 

Remark: The gramianns for equations (10) and (11) 

are exclusive, symetric and determinate workouts of 

DALEs, resulting ROMs are stable 

 

IV. DATA ANALYSIS AND OBSERVATIONS 

 

 The proclaimed MOR approaches are 

deployed to disparate nonstable systems like 

piezoelectric and a few autonomous cases 

(appendices) and outcomes presented. A modular 

structure based in Los Angeles refurbished with 

piezoelectric struts [51] portrayed in Fig.5 and 

commensurating coeffisient matrics: 

𝜇𝑠 = [
9.3 0 0
0 6.3 0
0 0 4.7

] , 𝜂𝑠 = [
7.4 2 7
5 6.1 0
1 3 2.1

] 

𝐾𝑠 = [
8.8 3.7 0

−2.3 8 1
−3 0 7.6

] 

Here a diagonal extension of modular structure from 

three story to twelve with three scores of similar 

piezoelectric elements is provided and reduced 

model of this apparently twelve story structure is 

accomplished. 12th order system is reduced to r = 3 

using proclaimed infinite and finite interval 

contrivances. The proclaimed contrivances have 

been implemented on Discretized time piezoelectric 

system model. These contrivances depicts an 

overwhelming riposte for ROM in pos as well as 

pos-velo. Fig. 12 and Fig. 14 show riposte for pos 

and pos-velo on overall band of frequency (infinite 

range). It is again observed that these contrivances 

retain second-orderly structure and engage system 

dynamics in stabilized form, therefore, these 

contrivances seem more promising. The results 

ratify the true framwork and superiority of the 

suggested contrivances. 

SISO Systems: The 9th order SISO system portrayed 

in Example-1 is reduced to r = 3 using proclaimed 

DSOBTTp and DSOBTTpv approaches as provided 

in algo 1 and 2. The ripostes of incipient and reduced 

systems have been depicted in Fig.1. It is notable 

that the reduced model of DSOBTTp and 

DSOBTTpv contrivances is very truely surmising 

the incipient SOS. Furthermore, 9th level SISO 

system in Example2 is trimmed to r = 3 and ripostes 

for incipient and trimmed systems are presented in 

Fig.2.  

MIMO Systems: The tenth level MIMO-sys of 

Example3 with 1-2 I/O is trimmed to r = 5 and 

riposte for incipient and reduced forms using 

proclaimed approaches DSOBTTp and DSOBTTpv 

are shown in Fig.3 and Fig.4. The ROMs are truely 

surmising incipient large order MIMO sys of 

Example3 for the construed approaches of 

DSOBTTp and DSOBTTpv. At last the 8th order 

MIMO sys portrayed in Example4 with 1-2 I/O is 

 (16) 
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trimmed to r = 4 and riposte for incipient and 

reduced forms obtained through applied techniques 

are shown in Fig.5 and Fig.6. This explanation 

shows once more that the response of the proclaimed 

approaches is up to the mark. 

 

V. CONCLUSION 

 

 Disparate inexistent system reduction 

approaches for Discretized time nonstable Level-2 

systems are construed. These approaches take care 

of resolvability of DALEs for precarious Discretized 

time SOSSs. System is maintained using Burnouli 

feedback stablization mechanism and next 

gramianns are computed for maintained system. 

Furthermore, gramians are apportioned in to pos and 

velo portions to acquire structural attainment in 

ROM and maintained trimming goes solicited. For 

structural attainment, gramianns are apportioned 

into pos and velo portions. The pos and velo 

controlability and obsrvability gramians are 

maintained in disparate arrangements to get pos and 

velo or both HSVs. States where magnitudnal value 

stay less for HSVs are trimmed to get stable ROMs 

for precarious, incipient SOSSs. Proclaimed 

approaches are tested on benchmark as well as 

autonomous cases and outcomes for SISO and 

MIMO achievements are portrayed. The sequels 

accredit the true formation of the proclaimed 

approaches. 
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APPENDIX 

 
Different unstable discrete time SISO and MIMO SOSs are

Example 1: A 9th order system

𝐾 =

[
 
 
 
 
 
 
 
 
−1 −.4 . 2 −1 −1 . 4 . 2 −1 −1
1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0 ]

 
 
 
 
 
 
 
 

𝜂 =

[
 
 
 
 
 
 
 
 
0 0 0 0 0 1.71 0.6264 0.19 0.38
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 ]

 
 
 
 
 
 
 
 

𝛽2 = [1 0 0 0 0 0 0 0 0]𝑇 ,
  𝐶1

= [1 1 1 1 1 1 1 1 1] ,

𝐶2 = [1 1 1 1 1 1 1 1 1], 𝜇 = 𝐼9

 

 

Example 2: A 9th  order system 
𝐾

=

[
 
 
 
 
 
 
 
 
0.8 −1.2 −0.7 41 −0.7 −5.4 −3.4 1.6 4
1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0]

 
 
 
 
 
 
 
 

 

 

𝐾 =

[
 
 
 
 
 
 
 
 
 
0.1 0.1 0.1 0.1 −8 0.1 0 0 −115 0.1
0.1 0 0 0 0.1 −8 0.1 0 0.2 0.1
0.1 0.1 1.1 0 0.9 0.1 −8 0.1 0 0
0.1 0.1 −8 0.1 0.1 −8 0.1 0 0 0.2
0.1 0.1 0.2 0.1 −8 0.1 0 0.1 0 0.1
0.1 0.2 0 0.1 −8 0.1 0 0.2 0.1 0.2
0.1 0 1 0 0.1 −8 0.1 0 0.2 0.1
0.1 0 0 0 0.1 −8 0.1 0 0.2 0.1
0.1 0 0 0 0.1 −8 0.1 0 0.2 0.1
0.1 0 0 0 0.1 −8 0.1 0 0.2 0.1]

 
 
 
 
 
 
 
 
 

;

𝜂 =

[
 
 
 
 
 
 
 
 
 
8.3 9.2 0.1 0.8 0.1 2.4 0.1 2.6 0.9 0.1
0 0.1 0.8 0.8 0.2 0.1 0.2 0.2 0.1 0

0.8 0.2 0.1 0.2 0.8 0.2 0.1 0.2 0.5 0.2
0.1 0.5 0.8 0.2 0.1 0.8 0.1 0.3 0.2 0.8
0.8 0.2 0.1 0.2 0.8 0.2 0.1 0.2 0.9 0.1
0.3 0.1 0.2 0.9 0 0.8 0.2 0.1 0.2 0.8
0.8 0.2 0.1 0.82 0.08 0.22 0.11 0.82 0.95 0.12
0.31 0.13 0.11 0.12 0.08 0.22 0.1 0.2 0.3 0.9
0.8 0.2 0.1 0.2 0.8 0.2 0.1 0.2 0.5 0.2
0.8 0.8 0.2 0.1 0.8 0.1 0.2 0.9 0.2 0.4 ]

 
 
 
 
 
 
 
 
 

𝛽2 =

[
 
 
 
 
 
 
 
 
 
1 0
0 1
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0]

 
 
 
 
 
 
 
 
 
𝑇

, 𝐶1 = [
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0

] ,

𝐶2 = [
1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0

] , 𝜇 = 𝐼10

 

 

 

 

 


