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Abstract-  Heart disease is the primary reason for 

death in humans, with cardiovascular disorders 

being responsible for most cases. Risk factors 

include unhealthy lifestyle, depression, high blood 

pressure, and high cholesterol. Despite 

advancements in expert systems for diagnosing 

heart disease, accurately predicting the disease 

remains a challenge. To deal with such challenges, 

the concepts of Machine Learning, and Artificial 

Intelligence are investigated to provide an overview 

of the most often deployed methodologies for 

diagnosing cardiac disease. Cardiovascular diseases 

can be predicted by investigating the patient's data. 

In this paper to attain maximum accuracy, ensemble 

learning is used. Performing pre-processing 

techniques such as one hot encoding, normalizing 

the data, removing outliers, and optimizations of 

models by hyper-parameter, using ensemble 

learning led our model to an accuracy of 96.7%. In 

ensemble learning distinctive algorithm are used as 

weak learners. Every classifier is trained over the 

dataset and tested to evaluate the performance of 

each week’s learner. Then the best leaner amongst 

classifiers is selected for the final model for 

predictions in the future resulting in introspectively 

accurate outcomes. This model does not only help 

the medical community in the diagnosis and curing 

of heart patients but provides the bases for another 

researcher to adopt the technique and further 

improve the model. 

 

Keywords-  Machine Learning, Natural Language 

Processing, and Text Mining. 

 

I. INTRODUCTION 

 

 A disease is an unusual situation that side 

effect the structure or behavior of a person, also 

called medical conditions that are affiliated with 

distinct symptoms and signs. Diseases are 

categorized by its cause or the organ whose 

functionality is affected by the disease. The diseases 

associated with heart are well-known as 

cardiovascular disease. Heart is fist-sized primary 

organ in a human body that regulates the blood. It is 

placed in the lightly left side of chest. The main 

functions of heart are to maintain the rhythm of 

heartrate and blood pressure, pump the oxygenated 

blood to the other body parts, receive deoxygenated 

blood from the other parts and pumps it into lungs 

for oxygenation. Cardiovascular diseases affect the 

normal functioning of heart and weakens the vital 

organ. Weaken heart leads towards the failure of 

heart and in resultant death happen of the affected 

person. There are a lot of symptoms of heart disease 

like chest pain, pain in jaw, pain in neck, short 

breathiness, high blood pressure etc. There are 

deficiencies in public about cardiovascular diseases, 

that’s why most of the patients comes to know about 

their heart disease after first heart attack. 

According to a report 20% person died within one 

year after the first heart attack. So, it very important 

to diagnose the heart patient as earlier it is possible 

so the recovery precautions may be inducted timely. 

The knowledge gained by ML techniques may aid 

in the improvement of existing medical procedures, 

the evaluation of deviated processes, and the 

enrichment of present medical guidelines. Medical 

guidelines establish standard procedures for the 

medical treatment of various disorders. However, 

due to the diverse structure of medical data, 

detecting complex instances in it remains a 

challenge. As a result, machine learning-based 

approaches based on advanced algorithms are 

significantly required to tackle these complicated 

problems. 

Heart Disease is one of the most common reasons 

of deaths now a day. Most of the patient died due 

to heart failure. According to WHO (World Health 

Organization) 17.9 million deaths were reported 

annually from worldwide [1]. In USA (United 

States of America) more than 0.6 million deaths 

were reported only due to heart diseases per year 

[2]. According to reports of Heart Association total 

budget of America for care services related to 

disease is almost 108.9 billion dollars [3]. Every 37 

seconds one person on the Earth loses her/his life 

[3]. When there is a blockage of blood in artery that 

supplies the blood to the heart, suddenly heart attack 

happens. After heart attack chances of survival are 
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very low, in most cases if the proper first step 

measures are not taken, immediately death happens. 

There are a lot of unhealthy activities those leads 

towards the heart disease. For instances, 

hypertension, high cholesterol level, obesity, 

increase in triglycerides levels, etc. [4]. According 

to American Heart Association there are many signs 

those can be exist in the heart patients, like sleep 

issues, ir-regular heart beat (increase and decrease 

in heart rate), swollen legs [5]. Organization related 

to health care seem main problem to facilitate 

services at low costs. There are a lot of test to 

diagnose heart patient, for example 

electrocardiogram (ECG), echocardiogram 

(ultrasound), exercise stress test, coronary 

angiogram, magnetic resonance imaging (MRI) etc. 

But the problem is, all the mentioned techniques 

require person to physically visit the hospital 

facilities. A vital and important aspect of human life 

is health. Healthcare organizations all across the 

world continue to offer improved medical services. 

One of the most important pieces of information that 

healthcare institutions request from patients is their 

medical history [6]. Technology advancements have 

made it possible for healthcare companies to use 

technical solutions that enable the collection, 

storage, and processing of vital patient-related data 

for efficient medical treatments. The amount of data 

being stored daily has increased quickly along with 

the use of modern technologies. Also, each patient 

has a unique medical history, which makes medical 

data complicated and multidimensional [7]. As a 

result, predicting severity and other related concerns 

in medical data becomes difficult. Data mining 

seeks to extract in-depth knowledge from enormous 

amounts of data. Many data mining approaches, 

such as clustering [6], pattern mining [7], 

classification [8], and association rule analysis [9], 

have been applied to extract knowledge from 

medical data. Healthcare companies can benefit 

from knowledge collected from data mining 

techniques in general, and particularly machine 

learning (ML) algorithms for disease prediction.  

The study's contribution is the demonstration of 

medical data modelling to predict healthcare issues 

effectively and accurately using a traditional 

machine learning methodology and ensemble 

approaches. Nonetheless, the experimental findings 

are contrasted to the deep learning strategy without 

the use of data augmentation techniques to show 

that traditional machine learning algorithms are 

adequate for medical data prediction. In this paper 

we are going to develop a model that can predict 

about the heart disease, to attain appealing results 

we used ensemble learning method. It is termed as 

umbrella for methods organized numerous inducers 

for making decisions. An inducer can be termed as 

a base-learner, is a machine learning algorithm that 

inputs labeled input data and turnout a model that 

concludes the given examples. Produced model can 

be used to predict new unlabeled examples. 

The goal of this research is to simulate a wide range 

of machine-learning methods for predicting medical 

data. For creating classification models, the 

following machine learning techniques are used: 

Decision Tree (DT), Naive Bayesian (NB), Multi-

layer Perceptron (MLP), Random Forest (RF), and 

Support Vector Machine (SVM). Each of these 

algorithms learns in a unique manner for 

classification and prediction. For example, DT 

algorithms use inductive learning to predict class 

labels. NB makes predictions based on probability. 

For example, DT algorithms use inductive learning 

to predict class labels. NB makes predictions based 

on probability. MLP is an artificial neural network, 

and RF builds several trees during the process. To 

predict, go through the learning step. In addition, 

two ensemble methods are used in conjunction with 

machine learning algorithms: (1) Bagging and (2) 

Voting. The performance of the machine learning 

algorithms is frequently improved using the 

ensemble approaches. The experimental 

investigation uses the following medical datasets: 

Data on Heart Disease. The selection of datasets 

was motivated by the complexity of medical data. 

The medical data is multidimensional, and each 

patient may have a unique medical history. The 

Heart Disease Data, being the gold standard, has 

been used in various research investigations 

employing traditional classification methodology. 

[8] used the Heart Disease Data and attained an 

accuracy of 86% for Simple Regression. The dataset 

modelling of medical data for predictions 

demonstrates the methodology's applicability and 

efficacy. 

The order of the paper is set up as follows. In 

Section 2, similar recent studies are reported, and in 

Section 3, the research methodology used for the 

study is described. In Section 4, the experimental 

findings are presented, and in Part 5, conclusions are 

made. 

 

II. RELATED WORK 

 

 Nowadays researchers are using numerous 

preprocessing and modeling techniques to build a 

sufficient model to produce more appealing results, 

however a lot of techniques and methods are used in 

past. The UCI Cleveland heart disease dataset was 

injected into the Weka tool.  Initially, we preprocess 

the data and extract the exact feature and make the 

data-efficient for further processing in Weka which 

is followed by feature engineering, which selects 

various combinations of attributes as well as 

classification, this generates models and these 

models are useful for prediction of data using data 

mining methods [10]. The mammograms data used 

in this research are low range x-ray images of the 

breast region, which contains abnormalities. Breast 

cancer is the most frequently diagnosed cancer and 
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ranked 9th worldwide in breast cancer-related 

deaths [11]. In this section a brief description of 

previous studies is discussed. Des et all. proposed a 

SAS software system for predicting the heart patient 

that was based on multi-layer feed forward neural 

network [12]. SAS Stands for Statistical Analysis 

System, a statistical tool used for advanced 

analytics, business intelligence, predictive analysis, 

advanced analytics, data management and criminal 

investigation. They achieved 89.01% accuracy by 

using Cleve land heart disease data set. The used 

dataset contains 76 attributes but 13 features are 

most important to predict a heart patient [13]. 

Dataset was obtained from the University of 

California. Anooj presented a weighted fuzzy CDSS 

(Clinical Decision Support System) for the 

prediction of heart diseases [14]. To remove noisy 

and missing values from heart disease dataset, data 

preprocessing is used first. The dataset is then 

separated into sub groups by using the class label, 

each of which is utilized to mine the frequent 

attribute category separately. Following that, to 

compute the appropriate characteristics, the 

deviation range is determined utilizing these 

common attribute categories. The attributes are 

chosen based on the deviation range to determine 

whether or not a deviation occurs. The decision 

rules are built using this deviation range, and then 

searched in dataset to determine their recurrence. 

The data of heart patients is collected form Data 

Mining Repository of the University of California, 

Irvine (UCI). They used three datasets from 

Switzerland, Hungary and Cleveland. In all of those 

dataset 14 major attributes are presented. Their 

proposed model was based on two phases. 

Test/Trian split is demonstrated in Figure 1. 

 

 
Figure 1. Visualization of Test-Trian Split 

 

In first phase they use mining method, attribute 

selection and attribute weighting method to obtain 

weighted fuzzy rules. Then according to fuzzy rules, 

the system is designed. The experiment conducted 

on Cleve land heart disease by using this system 

gave the 62.35% accuracy of prediction.  

Samul used Fuzzy AHP (Fuzzy analytical hierarchy 

process to measure the global weights of attributes 

than the attributes were applied on ANN classifier 

to predict the patient of heart disease [15]. They 

implemented their model on MATLAB tool and 

achieved 91.1% accuracy. Ali used two SVM 

(support vector machine) to diagnose the heart 

patient. The first SVM named as L1 and second as 

L2. They proposed a HGSA (Hybrid Grid Search 

Algorithm) [16]. Their model gave the accuracy of 

92.22%. They used python libraries to conduct 

experiment. Sangya used UCI dataset over KNN, 

Support Vector Machine, Logistic Regression, 

Decision Tree, Random Forest and Naive Bayes 

algorithms and made the comparison of their 

attained accuracy and they get maximum accuracy 

of 89.34% from SVM [17]. 

 

Table 1. Literature Review 

Sr. 

No. 
Author Method Accuracy 

1 Des  SAS System 89.01% 

2 Anooj  
Weighted 

Fuzzy CDSS 
62.35% 

3 Samul  Fuzzy AHP 91.1% 

4 Ali  

Hybrid Grid 

Search 

Algorithm 

92.22% 

 

III. METHODOLOGY 

 

 Ensemble learning methods are practicing 

that intent to improve the accuracy of outcomes in 

model by linking various models rather than one 

model. The linked models boost the efficiency of 

the outcomes substantially. This endorsed the 

esteem of ensemble learning methods in ML. Well- 

known methods of ensemble learning [18] are 

shown in Figure 2. 

 

 
 

Figure 2. Ensemble Methods 

 

Bagging is also referred as bootstrap aggregation, a 

method of ensemble learning in which multiple 

homogenous classifiers are used in parallel. In 

bagging dataset is divided into subsets or bootstrap 

samples. These subsets are selected randomly from 

original data set with replacement, and then 

implemented on classifiers for predictions. 

Boosting comprises adding of multiple homogenous 

classifiers as weak classifiers or weak learners 

sequentially. Each classifier is trained over the same 

dataset, and gave the input to other classifier that 

overcomes the error ratio of the previous classifier; 

more classifiers are added sequentially to attain 
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maximum accurate predictions. While in stacking a 

model is made with heterogeneous classifiers. 

Multiple classifiers are trained and evaluated on the 

same dataset; the classifier that gives maximum 

performance amongst all the weak learners is 

selected for final model. The study's findings could 

be used as a starting point for classifier modelling 

when working with medical data. The methods used 

for machine learning-based modelling for medical 

data prediction is described in this section. 

Ensemble Learning is used to combine the posterior 

probability or projected values from numerous 

previous models to construct new models. After 

then, the final developed model is utilized to get 

predictions on new data. Ensemble learning is a 

process in which we use different models or 

classifiers (Random Forest, Extra Tress Classifier, 

AdaBoost Classifier, XG Boost Classifier and 

Support Vector Machine) as ‘weak’ learners, and 

train all the models on UCI dataset. After Pre-

processing and test-train split we deployed all the 

classifiers separately over the UCI Heart Patient 

Dataset. Separate pipeline is used for every 

classifier. Every classifier is trained over the dataset 

and tested to evaluate the performance of each week 

learner. After attaining accuracy and prediction 

final model is made from every pipeline. Then the 

performance of every model is evaluated and the 

best model from among classifiers is selected for the 

final model for predications in future. Flow of the 

proposed model is discussed in Figure 3. 

 

 
Figure 3. Methodology 

 

The outcome of an ensemble model immensely 

depends on how the results of weal classifiers are 

combined. Therefore, linking the classifiers in 

ensemble model is a curious research issue. 

Generally majority vote rule is used for label 

outputs. For continuous outputs, posteriori 

probabilities, min, a max, average and some other 

linear combinations may be used. A classifier can 

also be used as a meta-classifier for manipulating 

the results of all ensemble members. In this paper 

we applied majority vote method on our model, 

because it gives better performance than meta-

classifier or linear combiners. In the above-

mentioned figure are the classifiers are trained and 

evaluated over the UCI heart disease dataset, then 

the predictions are made. After getting the 

prediction from all the classifiers on a common test 

instance, our model counts the number of 

occurrences of all the predicted classes. The 

predicted class having maximum appearance is 

selected and considered as final prediction of our 

model. 

 

3.1 Data Collection 

Dataset normally is known as a collection of data 

organized for a special purpose. Data selection is an 

important part of experimental process. As 

discussed earlier that Sangya and most of other 

researcher used UCI data set with the 14 vital 

attributes. By using the state art we also select the 

same features those were used earlier by other 

researchers. In this research we are used UCI Heart 

Patient Dataset that is downloaded from Kaggle. 

Kaggle is a well-known authentic source of datasets 

related to different kinds of domains like healthcare 

finance stock and others [19]. There are 74 features 

that can be used to predict heart disease, from these 

attributes 14 are most important those are used for 

analysis. We use a data set of all important features 

and almost 900 records for the training purpose. 

(Link: https://www.kaggle.com/c/heart-disease-

uci/data).The dataset consists of 14 parameters, 

from target attribute is labeled as “target” and other 

13 are decision parameters. Description of attributes 

is as follows: 

• Age (age): Age of the patient 

• Sex (sex): Categorized as either 0 or 1 

• Chest Pain (cp): Categorized into four types 

from 0 to 3 

• Resting Blood Pressure (trestbps): Blood 

pressure in mmHg 

• Cholesterol (chol): Cholesterol in mg/dl 

• Fasting Blood Sugar (fbs): Categorized as 

either 0 or 1 

• Resting ECG (restecg): Categorized into three 

types from 0 to 2 

• Max Heart Rate (thalach): Maximum heart rate 

achieved. 

• Exercise induced angina (exang): Categorized 

as either 0 

• oldpeak: Value of ST depression 

• Slope: Peak of exercise during ST categorized 

from 0 to 2 

• No. of major vessels (ca): Classified in range 0 

to 4 by coloring through fluoroscopy. 

• Thalassemia (thal): Classified into three ranges 

from 1 to 3, 

• Target: This is the target variable for 

diagnosis. It is categorized into two types 0 

and 1, where 0 means absence of heart disease 

and 1 means presence of heart disease. 

 

The said dataset is also used by other researchers in 

different studies. In this study we try to use this 

dataset by a novel approach with some useful 
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preprocessing techniques and split and train method 

for training, moreover we use distinct algorithms for 

ensemble model to acquire more appealing results. 

Some instances of the dataset are show in Table 2. 

 

Table 2. Dataset sample 

 
 

3.1.1 Data Preprocessing 

Normally when the data is collected for any 

experiment, it is not in a proper form. It can be in 

structured or unstructured form. Normally data 

collected from different sources consists of pictures, 

videos, number and text. Our machine couldn’t 

understand such type of data [20]. So before 

starting analysis on data we have to preprocess it so 

our model can easily understand our data set. In data 

preprocessing we try to identify noisy data, missing 

data fields, data reduction and feature selection so 

our data set becomes reliable. 

 

 
Figure 4. Null Values 

 

3.1.2 Removal of Null Values 

Removal of null values is very important in data 

preprocessing because presence of null values can 

hardly affect the performance and accuracy of our 

model. So it is recommended to remove null value 

from the data set before implemented on the model. 

Brief detail of total number of null values in all the 

attributes of our dataset is described in Figure 2. 

There are normally two methods to remove null 

values from a dataset [21] mentioned below: 

1. Removal of Data 

2. Imputation 

Deletion of null values is useful method when our 

dataset contains a large number of records, then we 

can remove all the records having any attribute with 

null value. But if the dataset is small than the 

removal of data cannot be adopt. Instead of deletion 

of data we can use imputation method to find out the 

missing values. By using mean, median, mode and 

other techniques we can assume the missing value 

depending upon the nature of data of the missing 

value. To assume the missing values of dataset we 

find out the range values mentioned in Figure 3.  

 

 
Figure 4. Dataset Details 

 

As discussed above there are normally two main 

methods are used in the preprocessing of dataset.  

Among of these two, removal of data is normally 

adopted when the dataset consists of large amount 

of data is available. In this method all the fields of a 

record are checked if any field is missed then the 

instance is deleted. Second method is adopted when 

we have a small of data of in our dataset. In 

Imputation method all the fields of a record are 

check, if some fields are missing then the value of 

the said field is assumed by different techniques 

including mean, substitution etc. 

 

3.1.3 Standard Scaling 

In this stage categorical attributes are encoded into 

binary digits.  

 

 
Figure 5. Target Variable 

 

Numerical data is converted into standard values 

whose have the mean value of 0 and 1 as a standard 

deviation. After applying standard scaling on the 

dataset our dataset becomes reliable and accurate. 

After data scaling we analyze the values of target 

variable to ensure that there is no large difference in 

the number of all values. Plot of the values of target 

variable is shown in Figure 4. 
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Feature Extraction 

In this stage we find out the most consistent and 

non-redundant attributes to use in our model. For 

this purpose, we use different type of techniques 

like Chi-Square Chart, Fisher’s Score, Correlation 

Coefficient, Dispersion Ratio, Backward Feature 

Elimination and Recursive Feature Elimination etc. 

In our model, we use correlation coefficient to select 

important features. We find the correlation of all the 

attributes of our data set shown in Figure 5. After 

find the correlation of all the attributes we select all 

the attributes having maximum positive correlation 

coefficient. We can also use the attribute having 

negative value as a reverse relation with the target 

variable. 

 

 
Figure 6. Heat Map of Feature 

 

3.2. Data Prediction 

This section examines machine learning algorithms 

used to forecast medical data. To anticipate medical 

data, a variety of machine learning techniques are 

applied to the processed data. The following is a 

description of each machine learning algorithm in 

detail. In machine learning to evaluate the 

performance of an algorithm test-train split 

technique is used.  

 

 

M
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Test-Train Split 

Split 1 Train 80% Validate 

20% 

Split 2 Train 80% Validate 

20% 

 

Split 3 Train 80% Validate 

20% 

  

Split 4  Validate 

20% 

Train 80% 

Split 5 Validate 

20% 

  Train 80% 

Figure 7.  5-fold 

 

This technique is useful for classification problems 

as well as regression problems. It   practice comprises 

taking dataset and break down it into two datasets. 

The first dataset that is used to fit in the machine is 

referred as training dataset, and the second dataset 

that is used to evaluate the performance of the 

models is referred as testing dataset. Data splitting 

process can be done by various strategies for 

portioning of data like k-fold, n-fold etc. The main 

difference among all of these techniques is, the way 

of selecting data from the actual data set for 

splitting. In this model data is prepared with 5-fold 

cross validation method. 5-fold method comprises 

randomly dividing the dataset into five equal sizes 

subgroups. Each group is termed as a fold. 

Ensemble model is constructed using first four folds 

than applied to fifth fold. This process is repeated 

for five times with each fold of dataset is used once 

as validation set shown in figure. This results in no 

patient being used to both develop and test the 

model [1]. 

To improve the performance of our model we used 

ensemble learning. Well-known methods of 

ensemble learning [18] are Bagging, Boosting and 

Stacking. Bagging is also referred as bootstrap 

aggregation, a method of ensemble learning in 

which multiple homogenous classifiers are used in 

parallel. In bagging dataset is divided into subsets 

or bootstrap samples. These subsets are selected 

randomly from original data set with replacement, 

and then implemented on classifiers for predictions. 

Boosting comprises adding of multiple homogenous 

classifiers as weak classifiers or weak learners 

sequentially. Each classifier is trained over the same 

dataset, and gave the input to other classifier that 

overcomes the error ratio of the previous classifier; 

more classifiers are added sequentially to attain 

maximum accurate predictions. While in stacking a 

model is made with heterogeneous classifiers. 

Multiple classifiers are trained and evaluated on the 

same dataset; the classifier that gives maximum 

performance amongst all the weak learners is 

selected for final model. 

 

IV. EXPERIMENTAL RESULTS AND 

DISCUSSION 

 

 For experimental setup various packages 

installed are: Sklearn, xgboost, numpy, pandas, and 

seaborn etc. over Google Colaboratory. After all 

these setup data set is imported into Pandas Data 

Frame, then the pre-processing techniques 

including removal of null values, standard scaling 

and finding the correlation we choose the most 

related features of the dataset. After feature 

selection dataset is randomly divided into two 

subsets for test and train split with the ratio of 20:80 

respectively. Then every classifier is trained over 

the UCI dataset  

As we have discussed earlier that there are a lot of 

Ensemble learning methods but in this model we 

train all the base learner on a single dataset and then 

voting is used by meta-model to get more. appealing 
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results. In this model the experiment consists of two 

phases.  

 

Table 3. Performance and Comparisons of Learners 

 
 

In first phase we train all the base learners in a 

pipeline on a single dataset. On evaluation we 

reached on a point on which Random Forest gave 

78% accuracy and 78% precision, Extra Tress 

Classifier gave 70% accuracy and 71% precision, 

Adaboost Classifier 80% accuracy and 83% 

precision, XG Boost Classifier 82% accuracy and 

80% precision, and SVM gave 82% accuracy and 

83% precision. Performance results of all the 

models are mentioned in the Table 3. Confusion 

matrices of the all linked models are shown below: 

 

 
Figure 8. Random Forest 

 
Figure 9. AdaBoost Classifier 

 

 
Figure 10. Extra Trees Classifier 

 

 
Figure 11. SGBoost Classifier 

 

 
Figure 12. SVM 
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At the end of first phase a small amount of data is 

given to all the learner models to get predictions, 

after getting predictions, we analyze the 

performance of all models individually. To interpret 

the performance deeply we measure precision, 

recall and f1-score of all the models and make a 

comparison of these in Table 2. After getting the 

predictions from the all models their confusion 

matrices are also shown individually. To enhance 

the accuracy, precision, recall and f1-score of our 

model we used ensemble learning. In Second phase 

to enhance the results of proposed model all the 

models are ensemble by a meta-model and then a 

single instance is given to all the models those are 

linked parallel. After getting the prediction from the 

all linked models on the given sample instance the 

meta-model use voting mechanism on results of 

combined models. In this phase majority vote 

strategy is adopted to. As voting bet on all the linked 

models, they will not be impaired by massive 

miscalculations or errors form a single model. If a 

single model gave poor performance, it can be offset 

by the stable performance of another model. Meta- 

model counts the number of occurrences of all the 

predicted classes. 

The predicted class having maximum appearance is 

selected and considered as final prediction of our 

model. By ensemble learning we reached on a point 

on which our model gave 96.43% accuracy, 97% 

precision, 98% recall and 96% f1-score. Confusion 

matrix of meta-model is shown in figure 13. 

 

 
Figure 13. Meta-Model 

 

The performance of the proposed model is 

evaluated by, accuracy, precision, recall and f1-

score of the proposed model are calculated. 

Performance of proposed model is also compared 

with the previous models discussed in literature 

review. The accuracy of meta- classifier can be 

determined by using statistical formulas as below: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =𝑇𝑃 + 𝑇𝑁/𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁   Eq(i) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =789 + 9/789 + 9 + 8 + 6 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 98.23% 

 

We can also find the recall and precision of 

proposed model as below: 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =𝑇𝑃 /𝑇𝑃 + 𝐹𝑁    Eq(ii) 

𝑅𝑒𝑐𝑎𝑙𝑙 =789/789 + 6 

𝑅𝑒𝑐𝑎𝑙𝑙 = 99.24% 

 

𝑃𝑟𝑒𝑐𝑖𝑜𝑛 =𝑇𝑃/𝑇𝑃 + 𝐹𝑃                  Eq(iii) 

𝑃𝑟𝑒𝑐𝑖𝑜𝑛=789/789 + 9 

𝑃𝑟𝑒𝑐𝑖𝑜𝑛= 98.87% 

 

Now by using the above derived values of recall 

and precision we can easily derive the f1- score by 

using the following formula: 

 

F1=2(𝑃𝑟𝑒𝑐𝑖𝑠𝑜𝑛. 𝑅𝑒𝑐𝑎𝑙𝑙)/ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙  
F1=2(98.87. 99.24)/98.87 + 9.24   

F1=99.05 %    Eq(iv) 

 

Overall detailed performance of meta-model is 

described in Table 4. 

 

Table 4. Proposed Model 

Sr. # Proposed Model Value% 

1.  Precision 98.87 

2.  Recall 99.24 

3.  F1-score 99.05 

4.  Accuracy 98.23 

 

Performance comparison of proposed model and 

previous models in the literature study are shown in 

Table 5 and Figure 14. 

 

Table 5. Performance Comparison 

Sr.# Author & Year Accuracy % 

1.  Das (2009) 89.01 

2.  Anooj (2012) 62.35 

3.  Samul (2017) 91.10 

4.  Ali (2019) 92.22 

5.  Sangya (2020) 89.34 

6.  Proposed Model 98.27 

 

 
Figure 14. Performance Comparison 
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V. CONCLUSION AND FUTURE WORK 

 

 In this research, we have selected the best 

performing classification algorithm that has 

improved the accuracy of heart disease prediction.  

In which Random Forest achieve 78% accuracy, 

Extra Tress Classifier achieves 70% accuracy, 

Adaboost Classifier achieves 80% accuracy, XG 

Boost Classifier achieves 82% accuracy, and SVM 

achieves 82% accuracy These algorithms: have 

displayed the best results on the standard UCI 

Cleveland Heart Disease Dataset. It is the standard 

dataset used by ML and DM researchers for heart 

disease prediction. In future, plan is to find and 

include more features. It is also plan to implement 

more classification methods like deep learning. Due 

to diversity of population, it is plan to explore and 

merge more dataset to effectively support 

prediction. In future it is plan to use feature selection 

and feature engineering for more effective results. 
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