
systems. It can be effective in mobile healthcare 
systems, where specific treatment is needed based on 
the patient's gender.  It is helpful in automatic call 
response system, to perform basic gender-specific 
operations such as marketing gender-specific products 
and transferring the call to a male or female operator. It 
also plays a vital role in speech recognition in different 
multimedia applications, smart human-computer 
interactions, biometrics social robots, and security 
systems.
The automatic gender recognition process is 
implemented a number of times in the past by using 
various sound features. The most important in gender 
identification is the fundamental frequency or pitch 
which is considered by many researchers as the main 
sound feature. Other more common sound features are 
MFCC coefficients, which are used to get more reliable 
results in gender identification, but system training 
must be required with a specific classifier. Using 
artificial intelligence techniques in gender recognition 
by sound becomes popular to reduce the error level in 
identifying the speaker's gender.

1.1.  Background

According to them, fundamental frequency and first 
three formants are higher in female as compare to male, 
and they established the mean value of pitch for female 
223 Hz and men 131 Hz. Reference [22] has used 
source filter synthesizer and frequency shifting to test 
male and female voices and confirmed both 
fundamental, and formant frequencies are required to 
identify speaker's gender with 98.8% accuracy, but F  is 0

more important than formant frequency. They also 
identified that the fundamental frequency is 131 Hz for 
male and 220 Hz for female. The value of fundamental 
frequency is greatly affected by the speaker's gender, 
and its value is higher for female, whereas the impact of 
speaking style in gender recognition is more

Gender identification by using fundamental and 
formant frequencies is performed in [39], they 
calculate values of these sound features with the help of 
two lists of 10 words spoken by 76 speakers and those 
values are still followed by researchers as base values 
in gender classification. 

61

Abstract- Gender recognition by voice is one of the 
most demanding phenomena in speech analysis. With 
the increasing use of digital communication channels, 
many speech analysis techniques are being used to 
identify gender by acoustic features. In this paper, an 
algorithm is presented to develop a tool using Praat 
Script to classify Urdu language speaker's gender by 
analyzing sound features with various speech 
processing techniques broadly categorized into 
composite and multi-layer feature approaches. 
Euclidean distance and Naïve Bayes are implemented 
to compare cumulative feature vector containing 
fundamental frequency (F ), formants, and MFCC 0

coefficients, with a base vector of aforementioned 
sound features those are obtained through supervised 
training using Texas Instruments and Massachusetts 
Institute of Technology (TIMIT) speech corpus. 
Techniques are further refined to get a more accurate 
outcome by applying fuzzy logic rule-base on the 
aggregated result. The algorithm is also designed to 
make it efficient in terms of processing time, accuracy, 
and reliability by eliminating frames having undefined 
F  and removing outliers. Use of fuzzy logic rule-base 0

returns 100% accuracy in gender recognition, whereas 
individually multi-layer feature approach achieves 
98% accuracy as compared to the composite approach 
which returns just 77% with sample dataset of 133 
Urdu language speakers' voices obtained through 
Pakistani Urdu dramas. 

 Recognizing the speaker's gender automatically 
with his or her voice by using different sound features 
such as pitch, formants, and MFCC coefficients are 
important in many real-time applications. Automatic 
gender recognition can be used to understand user 
needs by identifying their gender and to respond 
accordingly in different interactive voice response 
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important than spoken language [1].

As stated by many types of research, both pitch and 
formant frequencies are not enough to identify gender 
accurately, another important sound feature in gender 
identification is MFCC introduced by Davis & 
Mermelstein in 1980. It is a set of cepstral coefficients 
from the short term power spectrum of sound to 
identify gender more accurately as compared to other 
sound features. MFCC is a parametric representation of 
acoustic data of speech waveform and becomes more 
effective when combined with pitch and formant 
frequencies [8]. Due to its larger size, it must be used 
with different classifiers such as neural network, 
GMM, Naïve Bayes, and SVM. F  estimation may be 0

difficult in a noisy environment, but when it is merged 
with MFCC, it shows more accuracy than former [9]. 
MFCC is a more robust technique even under noisy 
conditions, and it is used in the presence of white noise 
by using a sparse model training procedure in [10]. Use 
of Gammatone Frequency Cepstral Coefficients 
(GFCC) in [11], a modified form of MFCC, gives more 
accurate results even in an entirely noisy environment. 
Reference [16] extracts 12-MFCC coefficients with 
GMM classifiers with expectation maximization 
algorithm to identify gender, whereas [46] develops 
gender identification by using 39 MFCC coefficients 
with GMM model and i-vector. Transformed MFCC 
feature matrix is classified with DNN in [16]. 
Traditional MFCC is extended with EMD and 
complete ensemble EMD with SVM in [14], and 
another extension in MFCC by multi-taper windowing 
function performed in [15]. MFCC coefficients are 
criticized in [18] and [19] due to computational 
complexity by extracting large size data. MFCC also 
fails to produce accurate results if training and testing 
are performed in different environment and conditions. 
Therefore it must be combined with a pitch to eliminate 
its limitations [18]. Two-stage classification in [18] is 
used to set maximum F  of male as lower boundary and 0

minimum F  of female as upper boundary and classified 0

doubtful speaker by MFCC coefficients with GMM 
model. The same approach is also implemented in [31] 
by MFCC coefficients with the HMM model. Two 
phases approach is also followed in [20] to identify 
gender by using hot-vector of 12 MFCC, 12 Delta 
MFCCs and 12 Delta-Delta MFCC coefficients with 
DNN-HMM classifiers in the first phase. 

Formant frequencies are other important sound 
features, used to identify speaker's gender by using 
vowels in speech and they show accuracy for sustained 
vowels by using Euclidean distance in [5]. Reference 
[22] analyses that only formant frequencies to identify 
gender is not good so it should be combined with 
fundamental frequency, so reference [6] and [23] prefer 
fundamental frequency as well as formats to identify 
speaker's gender, whereas formants are not suitable to 
identify gender when entire length of speech is 
considered instead of vowel part [7].

The difference between male and female is due to 
physiological, acoustical, and perceptual parameters 
which lead toward acoustical differences, so extracted 

1.2. Specific Research Motivation

II. RELATED WORK

Sound is an analogue signal as shown in Fig. 1, which 
needs to be converted into a digital signal by pulse code 
modulation, then Fast Fourier transformation is used to 
convert time domain signal into a frequency domain 
[31]. There are some basic features in sound, those can 
be used in gender identification systems to recognize 
the speaker's gender. 

It is found through a literature review that most of the 
work related to automatic gender identification using 
voice is done with English and other well-known 
natural languages for testing as well as training. 
However, significant work on languages which are 
spoken is limited geographical regions or by a specific 
community, is not well defined. Urdu is one of those 
languages, where more research is needed in automatic 
gender identification. It is the national language of 
Pakistan and spoken in Pakistan as well as some others 
parts of sub-continent [21]. It is used to test the 
proposed & developed system to identify the Urdu 
language speaker's gender.
This research is an extension and implementation of 
two-stage classification recommended in [18] and [20] 
by adding the third layer. At the same time, research is 
also used to compare it with other approaches, as 
followed in [76] and many others by combining 
different sound features in gender recognition. The 
purpose of the research is also to compare several 
gender identification techniques with different sound 
features such as fundamental frequency, formant 
frequencies, and MFCC coefficients, to check their 
accuracy level and to aggregate their results to 
minimize error level by using Euclidean distance and 
Naïve Bayes classifier with fuzzy logic rule-base.
Gender recognition techniques are broadly categorized 
in Composite and Multi-Layer Feature Approaches. In 
Composite approach, different sound features, 
individually or collectively, are used to identify gender, 
whereas Multi-Layer Feature approach performs 
gender identification by layering the sound features in 
the parent-child relationship. Both of the above 
techniques are aggregated with Fuzzy Logic rule-base, 
to reduce the error level in gender identification in 
approaches above.
The remainder of this research is organized as follows. 
A detail description of related work to identify sound 
features in Section 2. The details about the proposed & 
developed a system in this research are available in 
Section 3, whereas Section 4 describes the procedure to 
produce test data for proposed & developed system 
testing. System results are presented in Section 5. The 
conclusions are given in Section 6.
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Pre-emphasis is set of various processing functions 
performed on the original sound before extracting 
sound features. Use of proper pre-filtering removes 
glottal wave shape effects and radiation characteristics 
and creates a more stable spectrum for smooth 
processing in gender identification [18]. Reference 
[51] and [52] describe that low-pass and band-pass 
filters are used to create a flatter spectrum and used to 
remove noise by eliminating higher and lower 
frequency components.

Fig. 2: Unvoiced frames in the sound signal

The sound that can be accepted for input to identify 
male is normally between 65-300 Hz and to identify 
female is normally between 100 to 600 Hz [57]. 
Reference [8] mentioned that sound below 75 Hz or 
above 600 Hz is not a good candidate for analysis, so 
any sound that is above or below the threshold is 
considered as noise and must be removed for further 
analysis.

Feature extraction is the most important phase in 
speech processing to identify a speaker's gender and 
used to extract different features such as fundamental 
frequency, formant frequencies, and MFCC. Feature 
extraction phase will identify the various sound 
features with the help of following techniques used by 
various researchers in automatic gender recognition. 

2.2. Feature Extraction

2.1.2. Unvoiced Frames and Noise Removal

window with 40 ms frame, is used to identify peak 
cepstral value in [6]. Due to biases in other types of 
windows, the Gaussian window is a better choice for 
formant analysis [25].

Reference [47] and [48] mention that zero crossing rate 
(ZCR) is normally lower for the voiced frame and 
higher for the unvoiced frame and [47] also describe 
that amplitude of unvoiced frame is lower than the 
amplitude of voiced frame. Reference [29] describes 
that only voiced frames are required for further 
processing to extract feature values, and [23] describes 
that voice frames must be required to identify accurate 
pitch value. Unvoiced frames, as shown selected 
sections in Fig. 2, contain no valuable information and 
return UNDEFINED feature values in Praat tool [25]. 

2.1.3. Pre-emphasis

2.1.1. Framing & Windowing

Fig. 1: Analogue signal of sound

acoustic features can be used to classify gender as male 
or female [5]. Dimensions of the larynx, vocal folds, 
and muscles that control their fluctuations are different 
for men and women which becomes a reason for the 
difference in sound features in male and female [23].
Reference [5] describes the sharp difference of 
frequencies at resonant peaks in male and female 
voices due to longer vocal tracts in men. The male 
larynx is average 1.7 times larger than female, which 
results in 1.7 times lower pitch in male as compared to 
female. The male vocal tract is average 1.2 times longer 
than a female vocal track, so it produces a formant 
spectrum 1.2 times lower than female, and the ratio of 
male-female F  is 1.76. In many other types of research, 0

it is found that vocal cords of females are shorter and 
thinner than males, so F  becomes higher for female.0

2.1. Speech Processing
Various speech processing techniques are extensively 
used for analysis. A number of researchers have 
developed various functions or formulas to calculate 
sound feature values or to use some software such as 
Praat to perform analysis. Followings are various 
functions in sound processing techniques.

According to various theories, sound data always has a 
finite length of non-stationary signals, which are not 
desirable for automatic processing, so the sound must 
be divided into frames to remove the quasi-stationary 
feature from the signal and to make them flatten. The 
vocal tract is not normally changing more than fifty 
times per second, so a frame of 20 ms, will be stationary 
[17] and will result in more accuracy [6]. Reference 
[53] identifies unvoiced signals and noise from an 
original speech by using framing and shows reasonable 
improvements in phoneme recognition.
As argued by [17], [2], windowing is one of the 
important functions used to remove the abrupt change 
on both ends of the frame, avoid loss of information, 
and gives more accurate feature values. Frames can be 
overlapped to remove biases in them and to achieve 
accurate and reliable results, by using windowing 
function [6]. Several frames are processed in a single 
window, so its size must be larger than frame length. 
There are different types of windowing function used 
by researchers. Hamming window of 32-40 ms is used 
to minimize signal discontinuities in frames in [26], [3], 
and by many other researchers, whereas Hanning 
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Pitch is acoustics or vocal cord vibration as a function 
of time, that is defined in [25] as “F  of the specific 0

periodic signal in period T  as F = 1/T ”. As stated in 0 0 0

[19] and [25], the time autocorrelation function is 
accurate, noise-resistance, and robust method to detect 
the pitch of a voiced frame, then maximizing them to 
detect the highest value of frequency. Reference [13] 
criticizes that due to errors in double frequencies and 
half frequency and consuming hardware capacity 
greatly ACF is not better, and describes that Average 
Magnitude Difference Function (AMDF) has low 
computational cost as compared to it. AMDF is another 
variation of ACF analysis, instead of performing 
calculations for correlation function, it is calculated by 
a variation of original and delay signal to take the 
absolute magnitude of the signal [27]. Cepstrum Pitch 
Detection separates the excitation, and vocal tract 
contributions using homomorphic transformation in 
specified voiced frame and pitch is computed by 
identifying the first dominant peak in the cepstrum 
[54]. Simple Inverse Filtering, also called linear 
predictive analysis, was used in [28] and also discussed 
by [24], produces flatten spectrum except for unvoiced 
frames and transformed in a major peak used to 
determine F . Reference [12] suggests a data-driven 0

method for monophonic pitch identification using a 
deep convolutional neural network on the time-domain 
signal.

2.2.2. Formant Frequencies Detection
Resonant peaks in the sound signals spectrum due to 
vowel sounds are called formant frequencies (F , F , 1 2

F ), and they are also important to identify the speaker's 3

gender. To identify formant frequencies accurately, 
vowel sounds must be identified in the soundtrack. 
Linear Prediction Coding method as described in [5] 
and [50] is to determine resonance peaks of a frame by 
applying filter coefficients. Spectral-band method used 
in [23] for each frame is the average effective 
frequencies of the corresponding output of the 
bandpass filter. Cepstral Analysis method as described 
in [30], which is an improvement in the LPC algorithm 
and the most common method of identifying the peaks 
in the spectrum to find formant frequencies, especially 
for vowel segments. Prediction Parameter for each 
frame is converted to the cepstral coefficient, then Peak 
Picking algorithm is used to extract formant 
frequencies. Autoregressive parameters are obtained 
by the Berg algorithm, which is used to estimate the 
value of formants from roots of the LPC polynomial for 
each frame.[8]

MFCC is a set of various coefficients collected from 
sound data and used to identify a speaker's gender more 
accurately. Reference [2] and [14] describe the 
following method to find MFCC coefficients. First of 

2.2.1. Pitch Detection

2.2.3. MFCC Coefficients Detections

all, by using the pre-emphasis, framing and humming 
windowing function, perform the fast Fourier transfer 
or Discrete Fourier transformation in (1) by converting 
each frame from the time domain into frequency 
domain spectrum.

The power spectrum is mapped onto the Mel scale by 
applying the bank of triangular bandpass filters with the 
linear distribution of frequencies with (2).

The new energy distribution is obtained after applying 
the Mel scale. Discrete cosine transform is applied on 
the logarithm of the average of the new power 
spectrum, converting back to the time domain, to find 
the MFCC coefficients (3), where n is the number of 
MFCC coefficient.

Use of classifiers is the core of any decision making or 
selection of class based on a given parameter. A 
classification problem occurs when an object needs to 
be assigned to a predefined class based on a number of 
observed attributes related to that object [34]. Several 
classifiers are used to classify data in supervised and 
unsupervised methods, some of the classifiers used in 
this proposed & developed system, are described 
below.
The distance formula is the simplest way to classify 
data by a certain threshold, so an object that is near to 
that threshold value will be classified in the same 
group. A number of different distance formulas such as 
E u c l i d e a n ,  M a h a l a n o b i s ,  M a n h a t t a n ,  a n d 
Bhattacharyya are described in [32]. Euclidean 
distance, one of the most common distance formulae in 
various researches such as [26], [3] and many others to 
classify speaker's gender, is the length of line between 
two points or more than two points in n-dimensional 

2.3. Classifiers

A modified MFCC in [14], empirical mode 
decomposition, EMD-base MFCC, is extracted by 
applying discrete cosine transform on log power values 
calculated over some specific bands of intrinsic mode 
functions (IMF). Another variation in MFCC suggested 
in [15], is extracted by applying multi-taper window 
functions with Thomson multi-taper, Multipeak multi-
taper, or Sinusoidal weighted cepstrum estimator 
methods. Transformed MFCCs are extracted in [16] by 
applying first and second derivatives on input features 
to obtained bottleneck features, and phoneme labels are 
used to create transformed features, which are used to 
generated transformed MFCC, it represents the 
prosodic features in addition to spectral features.

64
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accurate [35]. Fuzzy logic, an artificial intelligence 
technique, is a collection of rules to classify the input 
data. It is a very effective technique to test multiple 
parameters to accurately classify given input data with 
the given base value ranges by using rule-base.  Rule- 
base IF-THEN conditions are generated for a number 
of classification variables to group input data [36]. 
Reference [49] mentions that the classification process 
can be improved by implementing the fuzzy logic rule-
base with the various machine learning or feature 
selection algorithms.

space [33]. Naïve Bayes is a very simple and effective 
probabilistic classifier based on Bayesian decision 
theory and used as statistical discriminant analysis 
[49]. It is used to group data in different clusters by 
using a supervised learning method. It assumes that 
there is no dependency of any feature value on other 
feature values, so it is suited for classifications using 
independent features [55] and for training the system 
with lesser data [56].  The Gaussian function is used to 
get the maximum likelihood of single or k-variables 
with means of given clusters. Class probability is 
updated at the end which makes the next iteration more 
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Fig. 3: Gender recognition system framework
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TABLE I:  BASE VALUES FOR FUNDAMENTAL 
AND FORMANT FREQUENCIES OF MALE AND 

FEMALE

b Generated through system training data

Learned b-vector is derived after analyzing the training 
data by the supervised method from TIMIT speech 
corpus [37]. Learned b-vector is created as shown in 
Table 1 section B, after finishing comprehensive 
training.

3.3.3. Mean B-Vector
In case avoid biasness in base values selection, the 
system will also calculate Mean b-vector from Typical 
b-vector and Learned b-vector as given in Table 1 
section C. There is no significant difference among 
these base values, but the system will test all of these to 
confirm their importance and accuracy in gender 
identification.

c Average of Typical and Learned Base values

3.4. Praat Scripting & Third-Party Tools

As the description found in [8], Praat tool is based on 
the solid theories of researchers so that Praat can be 
used in the sound analysis for advance research.

3.3.2. Learned B-Vector

a Values based on [39] & [38]

3.4.1. Basics of Praat Tool

Praat scripting is used to analyze sound files for sound 
features such as pitch, formant frequencies, MFCC 
coefficients, and other related sound features. The 
proposed & developed algorithm to identify speaker's 
gender is implemented in Praat script except image 
slicing and sound extraction which is done in VSDC 
free video editor and ffmpeg.

III. PROPOSED & DEVELOPED SYSTEM

3.1. System Framework

3.3. Base Vector

The proposed & developed system, as shown in Fig 3, 
will try to identify a speaker as male or female 
automatically based on the fundamental frequency as 
well as other important features such as formant 
frequencies, and 12-MFCC coefficients by using 
various gender identification techniques by applying 
fuzzy logic rule-base with Naïve Bayes and Euclidean 
distance classifiers.

3.2. System Training

3.3.1. Typical B-Vector
For fundamental frequency and formants, two types of 
base values, Typical b-vector, and Learned b-vector are 
used to compare with cf-vector.  By analyzing previous 
researches, Typical b-vector is configured as given in 
Table 1 section A, for fundamental frequency identified 
in [38] and formants frequencies identified in [39].

Before executing system testing, the system will be 
trained by using TIMIT speech corpus [37], set of 1,357 
female and 3,250 male sound files of 630 English 
speakers of eight different dialect regions of United 
States, recorded at a sampling rate of 16 KHz for 
research purpose. Training dataset will be provided in 
group or gender-wise for load balancing. At the end of 
the training, b-vector will be generated and stored in a 
text file which will be further used to recreate b-vector 
in testing mode. In testing, b-vector will be used to 
classify cf-vector generated by Urdu language 
speakers. One of the significant hurdles to creating a b-
vector from Urdu speakers is the lack of resources to 
record Urdu speakers' voice in a clean environment. So, 
b-vector will be created by using TIMIT speech corpus 
[37] that is in the English language. It is verified in [1] 
that spoken language does not significantly affect the 
mean value of fundamental frequency.

As shown in Fig. 3, sound files will be loaded into 
memory, which will be extracted from video clips by 
using ffmpeg tool. After loading sound files, the system 
will perform some basic pre-processing on the sound 
data to extract aforementioned sound features and store 
them in feature matrix (f-matrix). In training mode, the 
same features will be used to create the Base Vector (b-
vector), which will be compared with the cumulative 
feature vector (cf-vector) in testing mode. In the testing 
mode, the system will follow different techniques, 
grouped into Composite and Multi-Layer Feature 
approaches, to classify speaker by using Euclidean 
distance and Naïve Bayes classifier. Results obtained 
through the above techniques will be aggregated by 
Fuzzy logic rule-base to decide about the speaker as 
male or female finally. 
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Each sound signal will be logically divided into equal 
and finite sized frames before the actual feature 
extraction process. The system will be configured 20 
ms frame, during which signal can be assumed 
stationary as in [6], also shown in Fig. 5. The total 
length of the sound file is divided by frame size to get N 
frames to be processed. To reduce the distortion effect 
by framing, Praat objects are also be configured with 
window size. In the proposed & developed system, a 
window size of 150 ms, will be used to extract MFCC 
coefficients.

3.4.6. Elimination of Unvoiced Frames
To get reliable feature values, the frame must be 
identified as voiced or unvoiced. The system will 
perform the two-folded method of elimination of 
unvoiced frames, intensity detection, and Pitch 
detection. There are a number of features, those can be 
used to identify unvoiced frames, but the pitch is one 
the ideal method to identify unvoiced frames. Praat 
pitch object returns UNDEFINE value if there is no 
sound or above a threshold. So, frame with 
UNDEFINE pitch will be declared as an unvoiced 
frame and will be ignored for further processing, which 
is shown by the missing graph in Fig. 6. Sound intensity 
method will ignore frames if it is sound intensity is 
below 50dB, as there is no valuable voice data below 
this level [8].

Fig. 5: Frame contains a stationary signal

If there are T unvoiced frames, the remaining frames to 
be analyzed are R = N – T, which are shown in Fig. 7 as 
modified sound waveform without unvoiced frames. 
On the basis of these unvoiced frames, all features are 
ignored even if someone has a reasonable value.

3.4.4. Pre-processing

3.4.5. Framing and windowing function

(mp3 format) in Sound folder by using ffmpeg tool.

Noise is one the major ingredient in sound, which 
invalidates results, especially fundamental frequency. 
So first pre-processing function is to remove 
background music or noise from input sound by using 
Spectral subtraction method with bandpass filter 
between the range of 75 Hz and 10 KHz [8]. For high 
precision sound data and more accurate sound features 
for reliable gender recognition, the sound is resampled 
with 10 KHz with the standard precision value of 50 
[8]. After performing the above operations, the system 
will generate new sound without abruptness in it. 

3.4.2. System Interface
The proposed & developed system will be a functional 
Praat script to classify the speaker's gender by using his 
or her voice. A simple interface will be provided to 
perform various operations related to gender 
recognition as shown in Fig. 4. Each selected operation 
will be performed all of its related activities 
automatically without user interaction and returned 
results at the end.

For formant analysis, Praat extracts minimum 5 
formant frequencies per frame by computing LPC 
coefficients with Berg algorithm. The maximum 
frequency for an adult female is 5500 Hz and 5000 Hz 
for male. To flatten the spectrum, Praat applies an 
inverted low-pass filter with a slope of +6db /octave, 
frequencies below 50 Hz are not enhanced, frequencies 
around 100 Hz are amplified by 6 dB, frequencies 
around 200 Hz are amplified by 12 dB, and so on. As the 
female frequency is above male frequency so that the 
system will be configured maximum level of frequency 
by 5,500 Hz [8].
For MFCC, Praat extracts a number of MFCC 
coefficients frame by frame by using Gaussian 
windowing function with constant sampling from 
MFCC object, before that MelSpectrogrm object is 
created from the sound object. Praat performs all of the 
calculation in extracting MFCC coefficients by using 
theories of Davis & Mermelstein [8].

Autocorrelation method as described in [25], is used in 
identifying the fundamental frequency by using 10 ms 
frame with 40 ms long Gaussian window. Amplitude 
below 0.03 threshold is considered silent, and the 
threshold value must be below 0.45. Pitch floor is set to 
75 Hz, and its upper limit is 500 Hz [8]. To find F , the 0

system will set frame size equal to 50 ms, range of pitch 
between 75 Hz and 600 Hz and remaining values as 
default.

3.4.3. Input Data

Fig. 4: Main functions available in the proposed & 
developed system

Input data for this script may be in video or sound files 
of variable sizes of less than a minute to two minutes. 
Input files are just needed to be copied in the relevant 
folders and system will read from those folders to 
perform its processing. Sound files may be in mp3 or 
wave format, whereas video files may be avi, dat, mp4, 
or wmv format. If video files are available, Extract 
Sound option will automatically extract sound files 
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               (7)

3.5. Gender Identification Techniques

After that, cf-vector will be compared with b-vector by 
using Euclidean distance and Gaussian Naïve Bayes 
function to classify the speaker's gender. The proposed 
& developed algorithm will use a mixture of different 
approaches to identify the speaker's gender. It is also to 
compare the performance and efficiency of all 
techniques and to find the best method to identify a 
speaker's gender with a minimum level of error.

To identify a speaker's gender as shown in Fig. 8, the

Next step will be to get cumulative means of all sound 
features from f-matrix which contains means of all 
sound features for voiced frames. Before finding 
cumulative means, f-matrix will be arranged in 
ascending order to identify outliers base on 
fundamental frequency due to its importance in gender 
identification. Outliers will be identified by finding the 
difference between first and third quartile to find the 
interquartile range IQR as (7) that will be multiplied 
with 1.5 to remove outliers and added the result in the 
third quartile to get the top range of valid data. To find 
the bottom range, the previous result will be subtracted 
from the first quartile, which is then used to remove the 
outliers from the bottom side [40]. 

All voiced frames have mean values within IQR 
boundaries defined previously. These mean values will 
be used to calculate the mean values of all features to 
populate cf-vector. Geometric mean or arithmetic mean 
can be used to find all of the cumulative means.

To Pitch (ac): 0.02, 75, 10, "on", 0.03, 0.45, 0.01, 0.35, 
0.14,600		 	 	 	          (4)

3.4.8. Feature Extraction
Feature extraction is the most important and critical 
phase in gender identification and any error while 
extracting feature, will lead to false results [6]. These 
sound features, as discussed before, are fundamental 
frequency, four formant frequencies, and 12 MFCC 
coefficients for all of the voiced frame in set R 
generated in the last step. To extract value for each of 
the above features, get function is executed on a 
specific Praat object created in the previous step. At the 
end of the feature extraction process, f-matrix will be 
populated with an array of mean values of all sound 
features for each voiced frame. During this process, 
unvoiced frames are assigned an array of zero values 
and ignored in further processing.

MelSpectrogram object will be used to create an MFCC 
object to extract 12 MFCC coefficients.

To MelSpectrogram: 0.15, 0.05, 50, 50, 0	          (6)

3.4.9. Cumulative Means of F-matrix and Comparing 
with B-vector

To Formant (burg): 0.02, 5, 5500, 0.04, 50	          (5)

Fig. 6: Undefined fundamental frequency

Fig. 7: Regenerated sound signal

3.4.7. Praat Objects

TABLE II DEFAULT VALUES TO CREATE 
PRAAT OBJECTS

In Praat scripting, different types of objects are created 
to extract various sound features. The sound object is 
the main object, which is used to create other objects 
such as Pitch object, Formant object, MFCC object, 
and other objects to analyze other sound features. For 
proposed & developed system, these objects are 
created by using constant values given in Table 2. These 
objects have a powerful set of parameters and functions 
to extract sound features, which will be used to 
populate f-matrix in next step. First of all, the sound 
object will be generated by resampled sound. Then 
pitch object with autocorrelation function as shown in 
(4), will be created from sound object to find the 
fundamental frequency. To find formant frequencies, 
formant object with Berg method will be created from 
the sound object as shown in (5). The same sound 
object will be used to create MelSpectrogram object 
with Davis & Mermelstein algorithm as shown in (6). 
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and formant frequencies. The different number of 
sound features are grouped as shown in Fig. 8, to 
identify gender in this approach. The cumulative result 
is obtained by Gaussian function to classify speaker. 

3.5.2. Multi-Layer Feature Approach

Setting marginal overlapping region: By using base 
values, a marginal range is defined for the overlapping 
region by setting 20% increase in male base value for 
lower boundary and 20% decrease in female base value 
for an upper boundary as shown in Table 3. If the sound 
feature of the speaker is within the overlapping region, 
the speaker will be declared as neutral, and the child 
layer is used to decide about the same speaker's gender.

Multi-Layer Feature approach, which is an extended 
form of two-stage classification in [18] and [20] with 
little modification by defining the marginal 
overlapping region. Sound features are arranged in 
layers as shown in Fig. 8 with their importance in 
identifying the speaker's gender. Due to the importance 
of fundamental frequency as cited by various 
researchers, it is the first layer in all techniques. Parent 
layer performs its processing by using Euclidean 
distance as well as Gaussian function and transfers 
control to child layer if the parent layer is unable to 
identify the speaker's gender. Otherwise, it returns the 
speaker's gender. This approach is expected to perform 
better than former as less calculation is required to 
identify the speaker's gender. Its performance is better 
than the composite approach as per test results, but it 
will be preferred in some cases where Multi-Layer 
Feature approach returns invalid results.

3.5.1. Composite Approach

Fig. 8: Gender identification techniques used in a 
proposed & developed system

proposed & developed system will perform various 
gender identification techniques categorized into 
Composite and Multi-Layer Feature approaches.

In a composite approach, one or more sound features 
are used collectively to identify a speaker's gender as in 
[6], distance formula is performed with fundamental 
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TABLE III
OVERLAPPING FREQUENCY RANGE FOR NEUTRAL GENDER

a It is a doubtful range of frequency to detect the gender of the speaker.

Reference [42] describes multi-variable Gaussian 
Naïve Bayes function to calculate the probability of

positive value of D will confirm cf-vector as male 
otherwise female [2].

3.6. Use of the Euclidean Distance Formula & Naïve 
Bayes Classifier

In either approach mentioned above, the system will 
compare cf-vector with b-vector generated in the 
training phase by using Euclidean distance and Naïve 
Bayes classifier. Euclidean distance will classify 
fundamental and formant frequencies in cf-vector, 
whereas Naïve Bayes classifier will classify cf-vector 
itself by using b-vector. Multi-variable Euclidean 
distance among fundamental frequency and first three 
formants is calculated by the formula for male (8) and 
female (9) on a two-dimensional plot [41]. The value of 
D in (10), which is the difference between male and 
female distance values, will decide speaker's gender, so 
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5.2. Results Obtained

It will just initiate a batch file which contains ffmpeg 
commands as shown in (12) in [45], to extract sound 
from video files of different formats discussed before. 
Ffmpeg tool is used to manipulate video files in several 
ways such as extracting sound, slice, or merge the 
video. This option is configured to create mp3 format 
sound files which are smaller in size as compare to wav 
files, as well as keeping the quality of sound.

5.1. Test Sample Data
The system is tested on a set of 133 Urdu language 
speakers' voice files in the required format, which have 
been extracted from Pakistani Urdu TV Dramas Serials 
discussed in Section 4. There are 82 different female 
actresses and 51 of male actors' voices in the dataset.

end of first one, and secondly selecting slices with a 
minimum amount of background music as there is loud 
background music in different scenes. To perform 
testing, video slices must have one speaker with 
minimum background music. To avoid the above 
issues, all slices are tested manually and copied them in 
Raw-Video folder for further processing.

4.2. Separation of Sound Track from Video using 
ffmpeg

4.2.1. Extract Sound Option

V. SYSTEM RESULTS

Test results as shown in Table 5, are obtained after 
processing all of 133 voices of Urdu language speakers 
to identify their gender by various techniques in the 
proposed & developed algorithm. As per individual 
technique, fundamental frequency is most important in 
identifying gender with 97% accuracy with learned b-
vector with Euclidean distance but when used along 
with MFCC with Naïve Bayes classifier, it gives 100% 
results for each of the base vectors as shown in Fig 9, 
whereas [9] shows 95.1% accuracy with F  and 98.4%0

As proposed & developed system will require sound 
files to recognize the speaker's gender, so the next step 
will be to extract sound from videos in Raw-Video 
folder. Extract Sound option or extractsound.bat file is 
executed to separate sound from video slices and to 
store them automatically in Sound Folder. To test 
system accuracy in gender identification, sound files 
must be arranged in male and female speakers by 
having the same set of folders created manually in 
Raw-Video folder.

ffmpeg" -i "ts01.dat” -ab 160k -ac 2 -ar 44100 -vn 
"ts01.mp3"	 	 	 	         (12)

This step will not be required if test data is already 
available in sound files. User will just copy files in 
Sound Folder, from the there system will automatically 
load those files for further processing.

As download data is not suitable for testing, so the first 
requirement will be to slice the video into less than 2 
minutes clip to make them suitable for system input. 
VSDC Free Video Editor [44] is a free tool to slice 
videos downloaded from Youtube.com by inserting 
markers on the cut points. Placing a marker is important 
and difficult task to cut the clip for required input. Two 
major problems are identified during this procedure. 
Firstly, extracting the single speaker dialog is not easy 
as the second speaker starts his or her dialog before the 

4.1. Slicing Video Data

 The objective of this study is to identify Urdu 
language speakers by using voice, collected through 
different Pakistani Urdu TV Drama Serial episodes 
downloaded from Youtube.com. To maintain the 
quality of test data, a number of videos are downloaded 
to confirm the quality of the audio track, clarity of 
language, and diversity of various speakers.

IV. SYSTEM TEST DATA

FUZZY LOGIC RULE-BASE TO AGGREGATE 
GENDER RECOGNITION APPROACHES

After getting the results from all of the techniques in the 
previous section, results will be aggregated by applying 
Fuzzy logic rule-base as shown in Table 4 to declare 
speaker as male or female. Fuzzy logic rules are 
developed in the manner discussed in [43] for gender 
identification with different energy-related parameters. 
Another objective of this result aggregation with Fuzzy 
logic rule-base is to minimize the error level in gender 
identification in the above techniques.

male and female by using b-vector with features in cf-
vector by using (11), where k is variable in b-vector, 
and v is the value of cf-vector. The function which 
returns higher value will decide the speaker's gender.

TABLE IV

3.7. Applying Fuzzy Logic Rule-base
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On average all of the techniques in multi-layer feature 
approach, give more accurate results than the 
techniques in composite approach and collectively 
multi-layer feature approach out-performs composite 
approach and gives 98% accurate results as compared 
with later which gives 77% only. As shown in Fig. 9 and 
10, the accuracy of individual technique with learned b-
vector is more accurate as compared with other base 
vectors. There are only 5 wrongly identified genders 
with learned b-vector as compare with typical b-vector 
which wrongly identifies 8 genders as shown in Fig. 12. 
Due to mean value biasness, none of the approaches is 
able to give 100% overall accuracy except MFCC with 
fundamental frequency in the composite approach as 
shown in Table 4. 

The performance of multi-layer feature approach is 
also affected by formants frequencies as shown in 
Table- 5.

Fig. 10: Results of different techniques to identify a 
speaker's gender in Multi-Layer Feature approach

accuracy when merged it with MFCCs.  In the same 
way, [11] shows 72.9% accuracy with GFCC in a noisy 
environment as compared to 60.4% accuracy with 
MFCC, [14] shows 99.6% accuracy by using extended 
MFCC coefficients, and [15] shows 99.55% accuracy 
by using Thomson multi-taper MFCC method with 
SVM classifiers. Formants frequencies are one of the 
weakest gender identification techniques in our 
proposed & developed system as shown in Fig. 9, as 
they are extracted its values from the full length of 
speech instead of vowel part, which is also mentioned 
by [7], and it is shown by [6] that formats frequencies 
and pitch identify gender nearly 97% accurately. In 
multi-layer feature approach, our proposed & 
developed system achieves 100% accurate results with 
F  layered with MFCCs by using Naïve Bayes classifier 0

with learned b-vector, whereas [18] obtains 98.65% 
accuracy and [31] shows 98.92% accuracy in their two-
stage classification model. 

Fig. 9: Results of different techniques to identify a 
speaker's gender in Composite approach
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TABLE V: TEST RESULTS OF GENDER RECOGNITION OF URDU LANGUAGE SPEAKERS



Fig. 12: Speaker is identified as invalid gender in 
different approaches

Our proposed & developed method of aggregate fuzzy 
logic rule-base, minimizes the error level in gender 
identification and shows 0% error level with the sample 
data, whereas [46] develops gender identification by 
using 39 MFCC coefficients with GMM model and i-
vector and shows 4.29% error rate in i-vector as 
compare 5.93% in GMM.

As our proposed & developed algorithm implements 
fuzzy logic rule-base to decide about the speaker's 
gender finally and its positive impact on the 
performance of the individual approach is shown in 
Table 5. However, in female voice identification error 
level is increased in a multi-layer feature approach due 
to the tendency of female voices toward the male voice. 
The composite approach shows more accuracy than 
multi-layer feature approach by using fuzzy logic, as 
shown in Fig. 11. 

Fig. 11: Improvement in gender identification by 
using fuzzy logic rule base

The aggregate fuzzy logic rule-base shows 100% 
accuracy in recognizing the speaker's gender with 
sample data as shown in Fig. 12. Whereas transformed 
MFCC feature matrix with DNN classifier shows 89% 
accuracy in [16], as well as the use of the artificial 
neural network (ANN), shows 98.4% accuracy in 
gender identification in [9].

The results show that fundamental frequency is the 
major sound feature in determining speaker's gender 
and its role can never be ignored, but there must be 
some other sound features such as formants and MFCC 
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In this paper, an algorithm is devised to identify Urdu 
language speaker's gender by comparing different 
sound processing techniques grouped into composite 
and multi-layer feature approaches by classifying 
various sound features such as fundamental frequency, 
formats, and MFCC coefficients, with the help of Naïve 
Bayes, Euclidean distance, and fuzzy logic rule-base. 
The proposed & developed algorithm gives 100% 
accurate results with the application of fuzzy logic rule-
base on aggregated results of composite and multi-
layer feature approaches, whereas individual approach 
gives 98% accuracy with multi-layer feature approach 
and 77% accuracy with the composite approach. It is 
also identified from the results that fundamental 
frequency is the core acoustic feature to identify the 
speaker's gender, whereas MFCC coefficients give 
more accuracy in gender recognition. The obtained 
results from sample data are overall satisfactory in 
identifying speaker's gender, but there is still a number 
of areas to be analyzed in future such as extracting 
formant frequencies from vowel parts of speech, base 
vector generated through native language speakers, and 
effect of other classifiers to identify speaker's gender.

coefficients, to decide speaker's gender more 
accurately. It is shown in results that MFCC 
coefficients are more important than formants in 
identifying the speaker's gender and the accuracy in 
gender identification with the fundamental frequency 
and MFCC is greater than other techniques. Artificial 
intelligence techniques such as fuzzy logic are 
important in reducing the error level in the correct 
identification of gender, and proper fuzzy logic rule-
base can be used to identify gender more accurately in 
all of the gender identification and classification 
techniques. Along with all of gender identification 
techniques, use of proper classifier is important in 
training the system so that that gender will be identified 
without any ambiguity in test mode. Naïve Bayes 
classifiers are better in classifying gender than 
Euclidean distance but later is good in setting 
boundaries to identify neutral gender in multi-layer 
feature approach.

5.3. Importance of Results
Test results represent that multi-layer feature approach 
with fuzzy logic is better in identifying speaker's 
gender as compare to other techniques and there is no 
difference in comparing base values generated with any 
language speakers, but system training is important in 
identifying speaker's gender more accurately against 
using base values generated by other researchers. 

VI. CONCLUSIONS
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