
that they do not affect the nearby healthy brain tissues 
while the malignant tumor is cancerous in nature. The 
malignant tumor may cause immediate death if 

remained uncured [3]. For tumor detection, doctors  
either use a Computerized Tomography (CT) scan or 
MRI. The radio waves and magnetism properties are 
used in MRI to generate an accurate internal image of 
the brain. Neurosurgeons prefer MRI because it is 
capable of capturing even the smallest abnormalities in 
the brain.
The tumor is curable if it is detected at an early stage. 
Therefore, it is important for doctors to have an 
automatic system which could accurately detect the 

location, size and type of tumor from MR Images. [4] 
Researchers used geometrical descriptors on pap smear 
dataset for the detection of abnormal smear cells and on 
face dataset for classifying pain states. In this paper, we 
use geometrical descriptors Eclipse, parabola and 
hyperbola shapes with LTP and LQP for feature 
extraction to increase the accuracy of existing systems. 
These shapes are used as Local Binary Pattern (LBP) 
variants.
Rest of the paper is segmented as: section 2 is a 
literature review, section 3 is an explanation of methods 
and techniques which we proposed in this research, 
section 4 comprises of results and discussions while 
section 5 is about the conclusion and future work.

II. LITERATURE REVIEW

In recent years the study on detection and classification 
of brain MRI's has been significantly focused. Many 
types of research presented various techniques for 
segmentation and classification of the tumor from 
MRI, few of them are as follows:

Based on the intensity threshold segmentation method, 

[5] research presented the comparison between Fuzzy 
c-means, k-means clustering, Otsu segmentation, and 
region growing. Artificial Neural Network (ANN) is 
used for classification of the tumor into benign and 
malignant. Extraction of features is done using Gray 
Level Co-occurrence matrix (GLCM). They use the
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Abstract- The existence of abnormal cells in the brain 
causes a brain tumor. There are two kinds of the tumor; 
Low grade or slow-growing tumor and High-grade or 
fast-growing tumor. Patient's successful treatment 
depends on the accuracy of tumor detection. Therefore, 
an automatic system with improved accuracy for tumor 
detection and classification is required. The proposed 
method consists of three phases to determine the 
presence of a brain tumor. Red, Green, and Blue (RGB) 
input image is converted into gray level image and skull 
is stripped using image masking in the preprocessing 
phase.  In the second phase, the features are extracted 
using geometrical descriptors. These geometrical 
descriptors comprise of three geometrical shapes 
eclipse, parabola, and hyperbola. The performance of 
these geometrical shape descriptors is evaluated using 
Local Ternary Pattern (LTPs) and Local Quinary 
Patterns (LQPs). Support Vector Machine (SVM) and 
k-Nearest Neighbors (KNN) classifiers are used for 
classifying MR Images into the healthy and unhealthy 
brain. Experiments are performed on the Kaggle brain 
MR Imaging dataset and results are compared with 
existing techniques. Our experimental results show that 
the parabola descriptor achieved 97.5% as compared to 
other geometrical shape descriptors like eclipse and 
hyperbola. 

Keywords- Brain tumor, MRI, Tumor detection, Tumor 
classification, Geometrical texture descriptors, SVM. 

I. INTRODUCTION

  The brain is the major controlling part of the 
human body. It is a complex massive network 

comprises of 50-100 billion neurons [1]. The 
unnecessary mass or abnormal growth of brain cells is 
known as a brain tumor or in other words, the rise of 
intracranial pressure due to the presence of intracranial 

lesion within the skull is called a brain tumor ––[2]. 
Two major classifications of the tumor are Benign and 
Malignant. The slow growth of abnormal cells lies in 
the category of the benign tumor while the fast-growing 
abnormal cells lie in the category of a malignant tumor. 
A benign tumor is noncancerous in nature which meant 
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dataset of “The Cancer Imaging Archive (TCIA)”. 
Their results show that k-means clustering is more 
accurate and take less execution time than other 
methods. Otsu segmentation technique is also used in 

research [6]. The author also presented the technique 
for tumor labeling in his work.

In [7] tumor is segmented from MRI in two stages, the 
first stage of segmentation is super pixel zoning and 
secondary stage of segmentation is discriminative 
clustering. These two segmentation process 
collectively improves the correctness and clarity of 
tumor segmentation. Superpixels are used to reduce 
computational complexity and capturing redundancy. 
Neighbor pixels having same properties are grouped 
together to form a super pixel zone. These clustered 
superpixels are then passed to discriminative clustering 
method for accurate segmentation. The features are 
extracted using a Haar wavelet transform (HWT). It is 
computationally efficient and easy to implement. Next 
and final phase is classification. Authors used 
Adaboost and Random Forest (ADBRF) for 
classifying tumor in healthy and unhealthy class.

In [8] AdaBoost machine learning algorithm has been 
proposed for the classification of a brain tumor in MR 
images. The Research work is divided into three parts; 
Preprocessing, Feature Extraction and Classification. 
In the preprocessing stage, they removed unwanted 
segments from MR Image, converted RGB to 
grayscale, and segmented the images using threshold 
segmentation and median filter. In feature extraction, 
22 features were extracted using GLCM technique and 
passed to the AdaBoost classifier. They classified the 
images into healthy or unhealthy brain. Further 
unhealthy class is classified into benign and malignant 
class. The accuracy of their proposed technique was 
89.90%.

In [9] Region growing method has been used to detect 
the tumor from Brain MR Images. The first step of the 
region growing method is to select the seed point. After 
that, the Pixels with similar properties were then 
grouped together. Those groups keep on expanding 

based on the intensity of pixels.  In [10] a similar kind of 
technique named region filling is used for noise 
removal. In this method, the regions are filled with 
pixels based on intensity similarity.

In [11] Genetic Algorithm (GA) has been used for the 
selection and extraction of features. These algorithms 
are based on natural selection. They are the subclass of 

an evolutionary algorithm. They used evolutionary 
techniques and natural selection for optimization 
problems. It's an iterative model worked on heuristics. 
By applying GA few information was missed from the 
neighboring segments. Curve fitting technique is used 
over GA to recover the missing information. Support 
Vector Machine (SVM) has been used for the 
classification of features.
The use of morphological operators like erosion and 
d i l a t i o n  h a s  b e e n  u s e d  t o  d e t e c t
the accurate size of the tumor and also for the extraction 

of some other useful information from MRI [12-14]. 
Morphological operators basically used the concept of 

mathematical structuring. In [15] morphological 
operators are used in post-processing. Features are 
extracted using the Laplacian of Gaussian (LOG)-
Lindeberg method and Harris-Laplace algorithm. 
LOG is used to find the local maxima of an image. In 
Harris-Laplace, the features are extracted using Harris 
measure value and Laplace of an image. Researchers 
used Convolution Neural Network (CNN) for 
classification of brain MR Images.
Median filters [14-16] have been used widely by the 
researchers in the preprocessing stage of brain tumor 
detection and classification due to the property of 

preserving edges of the images. Researchers in [16-18] 
used a median filter in their proposed work for the 
removal of salt and pepper noise in MR Images. For 
segmentation, they used Fuzzy c-means and k-means 
clustering. Fuzzy c-means clustering is also known as 
soft clustering while k-means is called hard clustering. 
They also used particle swarm optimization and a 

canny edge detector. In [19-21] k-means and Fuzzy c-
means methods are used for segmentation along with 
SVM and Artificial Neural Network (ANN) as 
classifiers. For feature extraction, the researcher used 
the Gray Level Co-occurrence Matrix (GLCM).

In [22] authors present the method for localization of 
brain tumor using Bounding Box (BB) and 
classification of a tumor using SVM. In preprocessing 
phase, authors used anisotropic diffusion filters for 
removal of noise from MR Images. In the second 
phase, the tumor is located using BB method. The left 
and right lobes of the brain are similar in nature. 
Bounding Box method gives better results for a 
symmetrical structure that's why it is used for 
localization of brain tumor. Finally, SVM is used for 
classification of brain into normal and abnormal class. 
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Fig. 1: Flow chart
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Fig. 2: Descriptors on image matrix (a) Elipse 
(b) Parabola (c) Hyperbola

Geometrical shape descriptors are used for calculating 

feature vector from brain MR Images [4]. The 
geometrical descriptors are elliptical, parabola and 
hyperbola. Figure 2 shows that neighbor pixels P which 
forms the geometrical shape of ellipse, parabola, and 
hyperbola are used in the calculation of feature vectors. 
The center pixel Pc is subtracted from the neighbor 
pixel P (shown in red) to form a respective descriptor 
resultant matrix.

C. Classification
The resultant matrix of each descriptor is passed to LTP 
and LQP separately and their histograms are calculated 
for feature vector minimization. These feature vectors 
are classified through Support Vector Machine (SVM) 
and K-Nearest Neighbor (KNN). SVM separate out 
the data items of dissimilar classes by finding hyper-
plane and plot them in n-dimensional space according 
to their class. The {(a , b ), (a , b ) …… (a , b )} are n-1 1 2 2 n n

samples of the training dataset, where a  is the data pointi

and b  is its corresponding label. i

In [23-24] Gaussian filter is used as a preprocessing 
stage for the removal of noise from MRI. This filtering 
is used for smoothness of the image. As it's a low-pass 
filter so used to remove the noise from the high-
frequency areas of the images. The author proposed 
two techniques for segmentation; Level set method and 
watershed method. In the level set method, the 
difference between the pixels is calculated constantly 
and is based on the principle of the partial differential 

equation. The level set method is also used [25]. 
Research presented the comparison between k-means 
and level set method. The experimental results showed 
that the level set method is more accurate then k-means 
method. Watershed technique works on the region, so it 
keeps on searching the region of every pixel. This 

technique is also used by [26] in proposed work. Tumor 
labeling is also part of their proposed technique.
A pseudocolor or false color translation technique is 

used by [27] in their paper. In this technique, a grayscale 
to pseudocolor conversion is done based on the 
intensity values of pixels. This technique is only useful 
where we have a single channel image. Thermal 
imaging is the best example of a pseudo color 
technique. For segmentation researchers used k-means 
clustering technique. In k-means, the pixels are 
arranged in the clusters based on the lowest mean 
difference. For contrast adjustment in images, they 
used histogram equalization.

III. METHODOLOGY

Our proposed methodology consists of 3 stages i.e. 
preprocessing, feature extraction and classification. 
The flow chart of the proposed method is shown in 
Figure 1. 
A. Preprocessing
In this phase, RGB images are converted into grayscale 
and remove the skull from MR Images using image 
masking technique.
B. Feature Extraction
In this phase, feature extraction is performed using 
geometrical descriptors using Local Ternary Patterns 
(LTPs) and Local Quinary Patterns (LQPs).  LTP is 3-
Value coded (-1, 0 and 1) and it is more sensitive to 
noise as compared to Local Binary Pattern (LBP) 2-
Value code (0 and 1). Local Quinary Pattern (LQP) is 
5-value code (-2, -1, 0, 1, 2) and it is more sensitive to 
noise as compared to both LTP and LBP. Equation 1, 2 
and 3 represent the rules for LBP, LTP, and LQP. Here 
p is the center pixel and p is the neighbor pixel. The c 

threshold values of LTP is represented by τ and LQP 
values are represented by τ  and τ1 2. 
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The task of SVM is to maximize the distance between 
hyperplane and data points of distinct classes so that the 
new data points can be plotted with confidence. The 
solution of maximizing hyperplane distance is 
represented in equation 4. Optimal weights W are 

calculated using Equation 5 [28].

Where n is the total number of data points, i and j are the 
th thi  and j  number of sample, a is the training data point 

and b is its corresponding label, α is the lagrangian 
multiplier and k is the scalar constant. 
In KNN, the available training data items are stored, 
and new test data items are classified based on a 
similarity measure. KNN can be inefficient in some 
cases because each new test data item must be 
compared to all training samples. There are two main 
factors on which the performance of KNN is based, i.e., 
suitable similarity function and value of k. if the value 
of k is large, then small classes will be overwhelmed by 
big classes and if k is too small then the benefit of KNN 
algorithm will not be achieved.
The widely used strategies for KNN are given in 

Equation (6) and (7) [29].

Where g  is the training set, b(a , c ) shows that aj i j l

belongs to class c , a  is the neighbor in training set, l j

Sim(g , x ) is the similarity between gi and xj and l is the i j

lth number o sample. Equation (6) indicates that the 
prediction will be the class that has largest number of 
members in KNN. Equation (7) shows that class with a 
maximal sum of similarity will be the winner class.

IV. RESULTS AND DISCUSSION

The experiments are performed on Haier PC Intel core 
i3 with 3.2 GHz processing speed and 4 GB Ram. We 
used MATLAB 2018 software on Windows 10 
operating system. We used Kaggle brain MRI dataset 
comprises of 50 MR images of healthy class and 187 
images of unhealthy class. The classification is 
performed using hold-out validation method. The 70 
percent images dataset is used for training and 30 
percent used for testing. The geometrical shape 
descriptor performance is measured using accuracy 
metrics. The accuracy is information about a number of 
samples classified correctly by the algorithm out of the 

total number of samples. The accuracy is measured 
using equation 8.

TP (True Positive): Positive class samples are truly 
predicted as positive.
TN (True Negative): Negative class samples are truly 
predicted as negative.
FP (False Positive): Negative class samples are falsely 
predicted as positive. 
FN (False Negative): Positive class samples are falsely 
predicted as negative
Table 1 shows the accuracies for SVM and KNN 
classifier. In eclipse descriptor, LTP and LQP accuracy 
using KNN is 96.7 percent which is higher than LTP. 
Parabola accuracy using KNN is 97.5 percent and 
better than LQP. The KNN accuracy of a hyperbola 
with LQP is 97.1 percent which is higher than LTP.

TABLE 1: ACCURACY COMPARISON TABLE

The geometrical descriptor accuracy is compared with 
GLCM and BWT as shown in table 2.  The GLCM 
gives 93 percent accuracy with KNN as a classifier and 
BWT gives 90.54 percent accuracy using SVM 
classifier. The geometrical descriptor parabola gives 
the highest accuracy of 97.5 percent with KNN 
classifier.

TABLE 2 COMPARISON WITH OTHER PAPERS
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Figure 4 shows the accuracy of each class in the 
confusion matrix for each geometrical shape 
descriptors.

V. CONCLUSION AND FUTURE WORK

 In this paper geometrical shape descriptors are 
used for extraction of features from brain MRI. Skull is 
removed from the input image in preprocessing stage to 
extract more precise features. The extracted features 
are then used to classify brain MRI into healthy and 
unhealthy classes. The performance of classification is 
measured with SVM and KNN classifier and compared 
with previous methods. The performance of 
geometrical shape descriptors is also evaluated through 
LTP and LQP using SVM and KNN.
The experimental results show that eclipse geometrical 
descriptor achieved higher accuracy as compared to 
hyperbola and parabola descriptors. The geometrical 
descriptors are efficiently used for tumor detection in 
MRI and give better results. Our algorithm gives the 
accuracy of 97.5% which shows that radiologist can 
use our system for computerized screening and can also 
take the best decisions on the basis of the results of our 
system
In the future, other geometrical shapes with diverse 
local patterns may use as a new feature descriptor to 
achieve more accuracy. Also, different descriptors and 
classifiers can be used together to achieve more 
accuracy.

Fig. 4: Confusion matrices (a) eclipse with ltp (b) eclipse with lqp (c) parabola with ltp (d) parabola with lqp 
(e) hyperbola with ltp (f) hyperbola with lqp
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