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TOWARDS ENERGY EFFICIENT HIGH PERFORMANCE COMPUTING PERCEPTIONS, 
HURDLES & SOLUTIONS 
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Abstract 
Global Warming (GW1) and Energy Crisis (EC2) have forced the researchers at teaching institutes, 
organization, research laboratories and other academia to study and minimize the power requirements of 
digital and electronic devices especially the huge amount of computers in the global village. With the rise 
of new computing era i.e. Green computing there is a need to reduce the power consumption in High 
Performance Computing (HPC3) like Clusters, Grids (GC5) and Clouds (CC6). This research work will 
study HPC and green computing (GC4) and will result in an integrative solution to reduce the energy 
consumed by processors in HPC. In recent times it is realized that there is a need for energy reduction in 
processors. And a lot of work has been done on minimizing the energy expenditures and use. When we 
reduce the energy consumption then the response time is increased. And it will degrade the performance 
of processor and the underlying real time systems. The same scenario is also applicable in HPC. The 
processors taking part in a cluster, grid or cloud environment are to be energy efficient without losing its 
peak performance. In our work we will try to study and propose some solutions that reduce the power 
consumption of a HPC, keeping its performance and response time to the best level [1]. 
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Introduction & Concepts 
The reliability of distributed systems is superior to monolithic single processor machines, which makes 
distributed systems a most widely usable technology. In such systems single failure of one network node 
does not prevent the whole process from completion as it happens in single CPU resource. Distributed 
computing prototype knot jointly the power of huge number of resources dispersed across a network. 
Millions of processors linked across the Internet are frequently unused and can become a part of 
cooperative computing. A distributed system has the capability to answer the problem alternatively. The 
chief endeavor of Cluster Computing is to propose a competent hardware media, networks, and software 
to develop and improve the performance and accessibility of computing platform that uses a collection of 
commodity computer resources integrated through some a single computer resource. The concept of Grid 
Computing is based on using the high speed connection network i.e. Internet as a medium for the wide 
spread availability of powerful computing resources as low-cost commodity components [8]. Cloud 
Computing describes a new supplement, consumption, and delivery model for IT services based on the 
Internet, and it typically involves over-the-Internet provision of dynamically scalable and often virtualized 
resources [2]. One of the major issues in computer system is reducing the energy consumption. The 
energy consumption should be reduced due to the operational cost. For example about 25% of the 
operational cost is spent on air conditions, backup cooling and power release systems. The entire power 
dissipation for desktop system is 160MW in 1992, and in 2001 it is increased to 9000MW [13].  
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When the power consumption of the system is increased, then it would produce a lot of heat and 
according to the data from two popular vendors the rate of failure would be doubled, when there as an 
increase of 100C [14] and the cost of the system would also be increased, because we need a complex 
cooling system to deal with it according to the data from Intel Corporation when the power dissipation is 
more than 35-40W, then it would need more than 1W per CPU chip [15]. For battery powered, advanced 
Personal Digital Assistants (PDAs), cell phones, laptops and pocket PC’s, when the system is exactly 
more than 500MIPS then the power consumption should be best if it is kept at or below 500MW [16].  

One solution to this problem would be to increase the battery capacity but it would not work because the 
battery capacity is increasing only 5-10% annually while the power required by the system is increasing 
day by day. Much slower than what is needed to support ever increasing processor power [17]. Therefore 
the solution of the problem would be to decrease the energy consumption by using some energy efficient 
techniques. Techniques that are used for the reduction in energy consumption are the same as that are 
used to increase the battery capacity.  

The energy expenditure & utilization can be diminished either by hardware or through the software 
perception. Through the hardware viewpoint, numerous power states are incorporated into the micro-
architect, circuit land, and device level. Many engineering standards are made, such as ACPI3 and the 
APM4 specification, from the software point of view, the power shutdown procedures can be used that 
makes the system sleep or stop the carrying out of task when the system is idle. But still this software and 
wakeup operation has a high overhead, so it can not be used in many situations. When the system goes 
to sleep mod then the response time of the system would be slower. When the system does not have 
continuous idle time, then this technique can not be used. Then some other sophisticated approaches are 
used such as DVS5. 

The internet and open nature of the CC makes it vulnerable to security issues. Table 1 summarizes some 
common features of three major HPC systems. One of the most important dissimilarity between CC and 
cluster computing is that clouds frequently take the shape of web-based applications that can be 
accessed using internet browser [3]. 

The rest of the paper is structured as follows. Section I introduced HPC i.e. Cluster Computing, GC and 
CC. We conclude in section VIII, with some future directions and work in subsequent section IX.  

Table 1. Cluster, Grid and Cloud Systems [2] 
Feature Cluster Grid Cloud 
Size Small Large Small to large 
Network LAN WAN WAN 
System cost Very High High Very Low 
Network Type Private Private Public 
Resource Support Homogeneous Heterogeneous Heterogeneous 
Security Medium High Low 
Initial Infrastructure Cost Very high High Low 
Administrative Domain Single Multi Both 
QoS Excellent Good Moderate 
Availability Very High High High 
Reliability High Moderate Low 
Fault Tolerance High Good Good 
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Related Work 
In [3] the authors divide power management into two diverse mechanisms:  (a) SPM1 technique with the 
intention of utilization low-power apparatus to save power and (b) DPM2 technique which utilize software 
and power-scalable apparatus to save power.  

Energy efficiency can assist to improve HPC reliability by diminishing heat quantity in the system. We 
know that computing at higher temperature is more erroneous and result in less reliability.  According to 
Arrhenius equation (Eq. 1) components failure ratio doubles with every 18o F increase in temperature [5]. 

   (1) 

Where k is the rate constant, A is the pre-exponential factor, Ea is the activation energy, R is the gas 
constant, and T is the absolute temperature. The quantity of energy (E) consumed in HPC system over a 
time period (T) is equivalent to the product of the time period T and the average system power (P) 
consumed over the time interval T.  The relation between power and energy is shown in equation (Eq. 2). 

   (2) 

It is clear from Eq. 2, if we reduce power P or time interval T, then overall energy consumed is also 
diminished. The prospective hazard of existing SPM mechanisms is that humanizing energy efficiency via 
low-power components is expensive.  

On the other hand DPM mechanisms have revealed swear for civilizing energy efficiency; yet, scheming 
power-aware schedulers is not slight.  Energy savings diverge considerably with applications, workload, 
and scheduling tactic [6].  

In [7] the authors proposed an approach that implements DVFS3 to safeguard processor power 
expenditure during communication, and uses load balancing mechanism to on-line and off-line memory 
reducing power consumption. 

HPC are multiprocessor that can be defined as a computer system having more than one processor, 
each one sharing system main memory & some peripherals, to concurrently process and execute 
programs. A lot of work on energy efficiency is related to the tasks scheduling algorithms. The concept 
behind the scheduling mechanism is to assign tasks and processes to processors based on their 
execution speed and other properties. It enables some processor in idle mode and hence results in 
energy saving. The scheduling algorithms optimal on uniprocessor machines are not subject to be optimal 
on multiprocessor machines. So for multiprocessors are concerned, we use different scheduling 
algorithms like DM4, RM5, and EDF6. In [9] the authors reduced the response time using concept of 
aperiodic server.  

The periodic server or total bandwidth server services aperiodic requests as soon as possible. The 
aperiodic server is consisting of a period and fixed execution time called server capacity and is scheduled 
with the same algorithm that is used for the periodic tasks. There are two types of scheduling techniques 
for multiprocessors i.e. HPC. In partitioned scheduling, each task is assigned to a specific processor and 
then it is executed on that processor without migration. These processors are then scheduled 
independently and separately.  
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This reduces the multiprocessor scheduling into a set of uniprocessor scheduling. With this scheduling we 
can use an optimal uniprocessor scheduling algorithm for multiprocessor systems. The alternative is the 
global scheduling, in which all the tasks are stored in a single priority queue. The scheduler selects the 
task having the high priority for execution. In global scheduling the tasks are not fasten to a particular 
processor and it can be executed on any processor. 

In [10] the authors proposed DVS. They claim that for energy reduction we can use the DVS in latest 
processors. It means that power is a linear function of frequency i.e. f and a quadratic function of the 
voltage i.e. V given by  

2fVp ∝
   (3) 

The voltage adjustment at an instant of time is called DVS, which is an effective way for power saving in 
current HPC systems. In recent processors the relationship between frequency f and power p gives 
foundation to Dynamic Voltage Scaling explained in equation 4. 

E Pt=
   (4) 

Where E is energy consumed, t is time taken and P is power consumed. We can achieve the low 
performance by simply reducing the operating frequency of the processor when the peak speed is not 
required. As a result DVS scales the operating voltage of the processor along with the frequency. DVS is 
a standard for managing the power consumption of a system. It is based on the fact that the dynamic 
(switching) power P of CMOS circuits is strongly dependent on the core voltage V and the clock 
frequency f. It is shown that the execution time is inversely proportional to the frequency and thus, the 
total energy E for the computation is then proportional to the square of the voltage.  

2vE =    (5) 
The average power dissipation in processor is: 

avg capt l stdby scP P P P P= + + +
 

 (6) 

Where , , ,capt l stdbyP P P and scP  is capacitance, leakage, standby and short circuit power. The ,l stdbyP P and 

scP are important but they are least important as compared to captP . So we will not consider ,l stdbyP P , 

and scP . So the captP  is equal to: 

2
capt dP CV fα=                    (7) 

Where α  is the transition activity dependant parameter, C, dV  and f  is switched capacitance, supply 

voltage, and clock frequency. Equation (3) shows that the supply voltage dV  is quadratic as compared to 

clock frequency f ; furthermore it also shows that lowering the supply voltage would be the most efficient 

way to reduce the power consumption. But when dV  is reduced then the circuit delay dt  would be 

increased: 

2( )
d

d
d tv

mV
t

V V
=

−                 (8) 

Where delayt threshold voltage and m is is a constant which will depend on gate size and capacitance. As 

from equation (8) the f and dt  are inversely proportional, so it would mean that the energy expenditure 

would be reduced in CMOS devices at the expense of performance delay.  
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The frequency f  is: 
2( )d tv

d

V V
f

kV

−=
             (9) 

  

Equation (9) shows that the clock frequency is directly proportional to supply voltage. If we would 
consider ,captP P=  then equation (7) can be written as: 

2P CV fα=                      (10) 

Equation (10) shows that when the clock speed f  and voltage is changed then it would effect power 

consumption linearly and quadratically, respectively. 

Problem Statement 
HPC is a great source for today’s communication. HPC has altered the face of computing and presented 
rapid and clear-cut solutions for a diversity of complex issues & problems for diverse disciplines and 
fields. With the rise of new computing era distributed systems like Cluster, Grid, Cloud systems, there is a 
need to implement cloud computing over the sheer amount of data in bioinformatics. Researchers are 
trying to implement HPC over huge amount of data, making the data easily accessible, thus increasing 
the HA. But still its implementation gives birth to other problems like heat and cooling cost. We need 
some mechanisms to reduce the amount of heat that is produced during operation i.e. OPEx and cooling 
cost. The area is still in infancy and needs researcher’s attention. 

 

Figure 1.   High Performance Computing 

In [30] the authors have sketched an overview of existing mechanism for energy and power reduction in 
cloud data centers. According to them techniques like Power-aware scheduling of virtual machines in 
DVFS-enabled clusters, Energy-efficient management of data centre resources for cloud computing: a 
vision, architectural elements, and open challenges [31], Machine learning, Green scheduling algorithm 
for energy savings in Cloud computing, GreenCloud: a new architecture for green data center [32], 
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Performance and energy-aware cluster level scheduling of compute-intensive jobs with unknown service 
times, Allocation and migration policies considering workload types and behaviors, Dynamic selection of 
physical nodes in heterogeneous environments, Prediction mechanisms for a smart workload distribution, 
Improved resource monitoring and Live migration’s overhead reduction mechanisms are subject to 
energy reduction but have not mainly focused on performance and QoS. Some approaches have arisen 
frustrating to diminish energy spending at cloud computing data centers. On the other hand, cloud 
providers are in want of mechanisms and techniques not only for sinking energy eating to support the 
offered prices and demand but also for accomplishing with the required QoS to guarantee the customer 
happiness. From their analysis it is probable to wind up that there still stay alive some gaps that must be 
sheltered to attain the energy-performance stability that is essential in cloud computing environments and 
other HPC. 

Discussion 
Climate change and environmental damage due to emission of CO2, cost savings, rising energy costs, 
reliability of power, power crisis, and heat produced by HPC and datacenter are major issues that have 
forced researchers at academia and research laboratories to study and propose power diminishing 
mechanisms [22]. In [22] the author has proposed some mechanism to reduce the power requirements. 
Energy efficient processors, multi-core processors, virtualization, storage area network (SAN) and some 
proper planning like performance, capacity, reliability considerations, cooling considerations, 
maximization of available resources and designing planning are the major solutions that are proposed to 
make the systems energy efficient. Code and data migration has been one of the most challenging 
criteria in the filed of distributed systems.  

In [18] the authors have discussed advantages of migration including load sharing, load balancing, 
communication performance, availability, fault tolerance, and utilizing special capabilities. In a distributed 
system network i.e. HPC, Cluster, Grid, Cloud, the procedures usually communicate with each other by 
means of remote procedure calls (RPC). As a result, the consumed energy by message passing can be 
outstandingly condensed with the help of code and data migration that is to say putting more 
communicating codes in close proximity to each other. In [18] the authors implemented data migration 
technique to wireless ad-hoc sensor networks. 

We observed that the same mechanism can also be implemented in HPC like Cluster, Grid or Cloud 
systems. In this way the energy consumed in the network channels i.e. media can be diminished to some 
limit. 

The total energy consumed is given by Eq 11 where ds is the distance among two HPC systems. 

 (11) 
The above equation can be written as Eq 12 where d represents the Euclidian distance among two points 

i.e. HPC systems. In order to reduce the value presented by Eq 11 derivative method is used.  

 (12) 
Using Euclid Formula for the distance of two points in the field we conclude: 

 (13) 



Technical Journal, University of Engineering and Technology Taxila,2011 

81 

 

Where xu, yu, xv, yv, represents different dimensions of the points u, v respectively. The partial derivatives 
according to x, y are used to find the most favorable point of the function. Here the computation process 
for xu is presented. 

              (14) 
The coefficient a, is defined as follows: 

   (15) 

Simplifying equation (14) with respect to definition of Eq (15), it could be deduced that the optimal energy 
consumption, EC, formulated in (12), can be reached by positioning the procedures at the solution points 
of the following system of equation: 

              (16) 

 

  (17) 

It is worth noting that in this system of equations, for each unknown value xu or yu an equation exists. 
There exist diverse numerical methods for solving system of equations like (16) and (17). Jacobi and 
Gauss-Seidel are two well-known iterative techniques [19, 20] that are used to solve identical systems. 
Due to above discussions, a simple algorithm can be wished-for to discover a placement for procedures 
that minimizes EC. ln a distributed approach, the time is divided into equivalent sized divisions, called 
epochs. Then, at the start of each time division each node computes its destination coordinates with 
respect to formula (16), and (17) [21]. In other words, in each step, the procedure computes the weighted 
average of its incoming and outgoing remote procedure calls in the field, and starts moving toward there. 

Conclusion 
HPC is currently an area of great academic and industrial interest; the concept of being able to 
dynamically scale the amount of computational resources available to an organization on demand offers 
great benefits to individual companies and economic opportunities for high performance services 
providers. However, in order to reduce costs to all parties, it is necessary to reduce the power 
consumption overhead of a HPC [11, 12]. We can minimize the energy consumption at OSI layer with 
different mechanisms. For example at Hardware layer we can use power efficient circuits, smarter 
antennas and better batteries.  At Link or Physical layer we must try to reduce the number of collisions 
and resends requests. At Network layer we must implement some energy conserving topology and / or 
energy conserving message transfer. Similarly at higher layers we have to modify transport and 
application layers according to our criterion. 

Future Work 
In HPC the main issue is heating and energy conservation. Our goal is to minimize the energy 
consumption so that the cooling cost will be reduced. Scheduling periodic and aperiodic tasks such that 
the load is balanced among different processors and the energy consumption is reduced, is a major 
concern and an active research topic. Runtime power reduction mechanisms can also reduce the energy 
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expenditure to some extent. Some approaches have arisen frustrating to diminish energy spending at 
HPC but still HPC providers are in want of mechanisms and techniques not only for sinking energy eating 
but also for accomplishing with the required QoS to guarantee the customer happiness. There still stay 
alive some gaps that must be sheltered to attain the energy performance stability that is essential in HPC 
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Nomenclature 
SPM Static Power Management 
DPM Dynamic Power Management 
ACPI Advanced Configuration & Power Interface 
APM Advanced Power Management 
DVS Dynamic Voltage Scaling 
DVFS Dynamic Voltage & Frequency Scaling 
DM Deadline Monotonic 
RM Rate Monotonic 
EDF Earliest Deadline First 
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