
network load coupled with high processing and 
infrastructure requirement for deep packet inspection 
have made it difficult to implement. The researchers 
have responded to this difficulty by working out 
different methods of internet traffic classification, 
which are based on statistical characteristics of 
different traffic flows without performing deep packet 
inspection. There are number of packet scanning 
applications which are implemented across different 
networks and they are capable of doing packet 
inspections like SNORT [i], Bro [ii] and Linux L-7 
(Layer-7) filter. SNORT and Bro are two mostly used 
Intrusion detection systems, whereas Layer-7 filter is 
an application for application layer protocol analysis, 
which makes packet classification based on application 
layer data. Traffic classification helps to ensure 
network security, to filter malicious traffic flows and to 
offer billing solutions as per application requirement. It 
is one of the key requirements for Internet Service 
Providers (ISPs) to perform usage based billing by 
deploying an efficient but low cost solution which not 
only allocates available bandwidth based on nature of 
application but also ensures Quality of Service (QoS) 
for business critical applications [iii]. 

We conducted analysis of internet traffic of 
Pakistan Largest multimedia and broadband service 
provider (Pakistan Telecommunication Company 
Limited) with over 1.5 Million broadband customers 
across Pakistan, and the traffic was studied for the 
period June 2014 to December 2014 at PTCL core 
aggregation sites in Lahore and Islamabad and the 
analysis shows that 20% of the available bandwidth 
was consumed by Peer to Peer (P2P) applications; the 
top applications which consumed major part of overall 
bandwidth are shown in Table I. These P2P applications 
create network congestion and for optimum utilization 
of network bandwidth all such applications need fair 
sharing of available bandwidth. For these reasons 
researchers are working on different traffic 
classification techniques; which can help to classify 
network traffic into different traffic flows and to 
allocate bandwidth as per nature and priority of the
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Abstract-

Keywords-

I. INTRODUCTION

Rapid development in multimedia broadband 
applications in the last decade has led towards higher 
bandwidth demand, which has resulted in quality of 
service issues for business critical applications. 
Researchers have suggested internet traffic 
classification and prioritization as a solution to the 
problem but still the complexity of available solutions 
is a fertile research area. In this paper, traffic 
classification and prioritization was performed using 
FreeBSD (v8.1) operating system for a small and 
medium enterprise network, the system and network 
performance results are presented for optimum 
performance conditions. Though researchers have 
worked on open source systems for traffic 
classification but the computation of impact of 
classification on system and network performance, and 
to suggest optimum performance conditions is still a 
fertile research area. The implementation is done by 
using FreeBSD (v8.1) IP Firewall (IPFW), pipes and 
queues, on an Intel 3.0 GHz machine and the results are 
presented for critique review and discussion. The key 
challenges faced and open issues are also discussed for 
future research.

IP Firewall (IPFW), Deep Packet Inspection 
(DPI), Internet Service Provider (ISPs), Serial Line 
Internet Protocol (SLIP), Quality of Service (QoS)

Network congestion is among the key challenges 
faced by different Internet Service Providers (ISPs), 
aggravated further by inefficient utilization of link 
capacity and peer to peer applications that eat up the 
entire bandwidth. Present solutions are based on rate 
limiting different users by classifying internet traffic 
via their application and usage patterns. An intrusion 
detection system [i-ii] also works on the principle of 
Internet traffic classification and it is used to prevent 
DDoS (Distributed Denial of Service) attacks. The pre-
requisite for Internet traffic classification is packet 
inspection. However strict privacy policies and heavy 
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achieved 90% accuracy on training data of different 
applications.

Most recent researches cover detailed working to 
avoid network congestion and bandwidth optimization 
that may not be available to different applications due 
to DDoS attack [xiii] or due to poor management of 
available bandwidth. Johnson & Christopher L [xiv] 
described key requirements for effective bandwidth 
management  and implemented bandwidth  
management by executing the limits from socket layer 
to protocol layer for each application. In order to 
guarantee agreed service levels to business customers 
there are systems available to handle required content 
delivery and to handle differentiated business services 
[xv] and to ensure that agreed service levels are 
delivered to business customers without any major 
impact on their services. To handle differentiated 
services a plethora of different techniques including 
buffer management, packet scheduling etc have been 
worked out by different researchers and they have 
concluded over the time that traffic classification is the 
key feature of all QoS enabled architectures [iii], which 
are implemented by different multimedia and 
broadband service providers. Carbone, Marta, and 
Luigi Rizzo [xvi] studied detailed features of dummy 
net link emulator when operated under different 
operating systems and suggested the required operating 
conditions to run an emulator for the desired accuracy 
of results.

t is different from our work, in that 
authors have not computed the impact of traffic 
classification and prioritization on system 
performance. In this paper, we are trying to contribute 
in terms of evaluation of system and network 
performance and suggesting optimum operating 
conditions while optimizing the available bandwidth.

III. RESEARCH METHODOLOGY & 

APPROACH

In FreeBSD, packets were read through ethernet 
interface and packet inspection was carried by using   
4-tuple packet characteristics; i.e source IP, source 
port, destination IP, and destination port. The 
implementation block diagram is shown in Fig.1 and 
the detailed working of each block has been described 
as under

Fig.1. Implementation block diagram

 Nussbaum, Lucas, and Olivier Richard [xvii] 
did comparative analysis of link emulators, but all such 
emulators were not tested for real time live 
environment where internet traffic and packet queuing 
is performed. But i

Application.

TABLE I

BROADBAND TRAFFIC CLASSIFICATION BASED ON 

TYPE OF PROTOCOL

The rest of the paper is organized as follows: 
Section-II covers literature review in this area; Section-
III covers the methodology and approach. Section-IV 
covers implementation and system design, Section-V 
covers results and comparison analysis, Section-VI 
concludes the paper with discussion on key results 
achieved and future scope of work. 

II. LITERATURE REVIEW

A detailed survey work has been done by Nguyen 
and Armitage [iv] that covers detailed work up to 2008. 
Most of the researchers have suggested internet traffic 
classification by using Machine Learning Algorithms. 
W. Li & A. W. Moore suggested machine learning 
approach based on Naive Bayes & C4.5 decision tree 
[v-vi] algorithms, which accurately classify the internet 
traffic by collecting different features at the start of 
internet traffic flow. Zander, Sebastian, Thuy Nguyen 
& Grenville Armitage [vii] used machine learning for 
dynamic identification of different internet traffic using 
their statistical characteristics. Nguyen, Thuy TT, 
Grenville Armitage, Philip Branch, and Sebastian 
Zander [viii] also used machine learning technique to 
analyze interactive IP traffic. In Internet traffic the P2P 
applications consumes most of the bandwidth and Sen, 
Subhabrata, Oliver Spatscheck & Dongmei Wang [ix] 
worked on identification of P2P traffic using 
application level signatures and designed online filters 
that were able to track P2P traffic with accuracy and 
robustness. But, W. Jiang & M. Gokhale [x] suggested 
that computation complexity of internet traffic 
classification using statistical approaches based on 
machine learning [xi] could be high, and due to the their 
complexity, it is not practical for the Internet Service 
Providers (ISPs)  to deploy them in their networks. W. 
Jiang & M. Gokhale [x] implemented Locality 
Sensitive Hashing (LSH) on FPGAs for real time traffic 
classification and Z. Li, R. Yuan & X. Guan [xii] used 
pattern recognition methods for traffic classifications. 
The researchers also worked on some other techniques 
for internet traffic classification like Moore, Andrew 
W, and Denis Zuev [v] used Bayesian analysis 
techniques for Internet traffic classification and they 
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traffic was further passed to the scheduler; afterwards 
the packets were passed to the queue with configured 
queue size and loss rate. As packets arrived out of ipfw, 
they were transmitted over the configured outgoing 
link. The traffic flow diagram from different pipes has 
been shown in Fig.4. The key variables for a pipe are 
· queue size
· link bandwidth
· network end to end delay

Fig. 4. Flow Diagram for In & Out traffic

IV. IMPLEMENTATION & SYSTEM DESIGN 

The implementation network topology is shown in 
Fig. 5. The FreeBSD server has two network interfaces 
fxp0 and fxp1. The fxp0 was connecting inter network 
devices whereas fxp1 was connected to the public 
internet. Internet traffic classification and prioritization 
has been done through FreeBSD server which was 
working as a policy server for internet traffic.

Fig. 5 Network Topology

Following options were enabled in FreeBSD 
kernel configuration to enable dummynet. 

IPFIREWALL    ; to  enable IP firewall
IPFIREWALL_VERBOSE; to enable firewall output
IPFIREWALL_VERBOSE_LIMIT; to limit firewall
Output
DUMMYNET  ; to enable dummynet operation
HZ    ; to set the timer granularity

In order to enable firewall rules, following were 
added to /etc/rc.conf file, the code is mentioned in 
below Fig. 6.

A. Packet Decoding and Preprocessing 
In FreeBSD operating system, IPFW (IP firewall) 

is user interface for controlling firewall; whereas the 
packets entered (depending on source and destination 
address) the firewall from different places in the 
protocol stack. The traffic which was passing through 
the firewall was compared against all the rules in the 
rule set according to the configured rule-number, order 
permitted and in the order of insertion of the packet. 
Once the match was found then the packet was treated 
according to the matching rule. 

The  incoming  packe t s  were  read  by  
ether_demux() function and afterwards the traffic was 
passed to ether_input() function for packet processing 
[xviii] to upper layers as shown in Fig. 2. The mapping 
of different OSI layers for network code in FreeBSD 
[xviii] is shown in Fig. 3 which shows how the traffic 
was captured from physical layer till the application 
layer process was invoked to handle the traffic. In this 
paper, we used the simplistic approach with lesser 
computations to capture and to identify the traffic and 
thus minimizing load on network resources.

Fig. 2 Packet flow from physical layer to application 
layer

Fig. 3 FreeBSD-Network Code Mapping with OSI 
Layers

A. Traffic Policing
After the identification of different applications, 

they were passed from two objects i.e. pipe and a queue 
to rate limit and prioritize as per available bandwidth. 
The objects which were configured were pipes; the pipe 
control the link with certain delay and bandwidth, and 
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C. Network Applications and Prioritization
We implemented UDP traffic priority over TCP 

traffic using wf2q+ (Worst case weighted fair queuing). 
The results were measured by originating the test traffic 
from these machines. The prioritized traffic passed 
through the Interface “fxp0”, which was acting as a 
gateway for all the applications. The traffic 
prioritization code is shown in Fig.8.

Fig.8. Priority configuration for tcp and udp traffic

TCP and UDP test traffic was generated at 200 kilo 
packets per second (packet size as 64 bytes) from client 
192.168.1.1 towards yahoo server (IP 76.13.28.70) and 
we used Wireshark (v.1.10.2) to capture internet traffic 
[xx-xxi], the Timestamp sent and its echo reply time 
moving average was used to measure RTT. The results 
are shown in Table IV.

V. RESULTS & PERFORMANCE ANALYSIS

In order to measure the results, TCP and UDP 
traffic was generated traffic from client machine 
192.168.1.1; the system performance, i.e. CPU and 
memory utilization was measured by using vmstat. The 
packet sizes were kept 64 bytes and 256 bytes whereas 
the packet rate was varied from 10 Kilo packets per 
second to 400 Kilo packets per second. The results 
achieved are shown in Table II and Table III. The results 
show that when traffic classification was performed, 
the system utilization remained upto 50% but as we go 
above 500 kilo packets per seconds, the system 
utilization increased substantially, i.e. reaching upto 
75%. The CPU utilization at different packet rates is 
shown in Fig. 9.

TABLE II 

CPU LOAD OF CORE 0 DEPENDING ON PACKET RATE, 

PACKET SIZE AND SAMPLING RATE

Fig. 6. Code to enable firewall

A. Reading Input Traffic
The data at each interface (“fxp0” in our case) was 

being held at ifnet structures, which were connected in 
a linked list form and following were some of the key 
ifnet functions [xix] which were used to handle the 
internet traffic.
if_init ; To initialize the interface (fxp0)
if_start ; To initiate transmission of packets
if_output ; To queue outgoing packets
if_ioctl ; To Interface ioctl function

All incoming packets were read and handled by 
following functions
a) ether_input() & ether_demux () ;  to read input 

traffic and to add or remove headers 
b) ipntr- Interrupt to identify nature of application as 

per defined priority

B. Pipe Configuration
In order to measure results, we configured pipe no 

10 & 11 for the client machine 192.168.1.1. We 
configured following output rate and input rate for 
client machine 192.168.1.1.
(1) pipe no. 10 was configured for maxim output rate 

of 2500 Kbps with delay of 5 ms.
(2) pipe no. 11 was configured for maximum input rate 

of 512 Kbps with delay of 15 ms.
The configuration steps and code for client 

machine 192.168.1.1 has been mentioned in below  
Fig. 7.

Fig.7. pipe configuration code for client 192.168.1.1

# vi /etc/rc.conf 
firewall_enable= “YES”
firewall_loggin= “YES”
firewall_script= “/usr/local/etc/ipfw.rules”   
#ipfw.rules will contain the complete listing of 
rules
; After saving the basic firewall configuration the 
firewall services are started as under
# service ipfw start

# cd /etc
# vi ipfw.ruleset
ipfw add 00005 allow all from any to any via 
fxp0   
; allowing all traffic to inner network interface 
# Output pipe 10 and input pipe 11 were 
configured for outgoing and incoming traffic for 
host 192.168.1.1
ipfw add 110 pipe 10 out 192.168.1.1   
ipfw add 220 pipe 11 in 192.168.1.1     
# client 192.168.1.1 was restricted to output rate 
of 2.5Mbps and input rate of 0.5Mbps
ipfw pipe 10 config bw 2500Kbit/s delay 5ms 
ipfw pipe 11 config bw 512Kbit/s delay 15ms  
# save and exit file
:wq!

# vi ipfw.ruleset
ipfw add 00017 sched 10 config type wf2q+
ipfw queue 5 config weight 20 sched 10
ipfw queue 6 config weight 10 sched 10
ipfw add 00018 queue 5 out proto udp
ipfw add 00019 queue 6 out proto tcp
# save and exit file
:wq!
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implementation effect. The system performance results 
show that FreeBSD (v8.1) dummynet can be a good 
candidate to be part of multi-service traffic 
classification system but its major limitation is to filter 
out encrypted traffic with maximum packet rate of 500 
packets per seconds. The results measurements were 
taken on an Intel 3.0 GHz machine with 4 GB RAM and 
in order to analyze queuing impact, the traffic priority 
was implemented for TCP and UDP traffic. 

The bandwidth throttling and optimization results 
for client 192.168.1.1 are shown in Fig.11 and Fig.12, 
the client 192.168.1.1 traffic was passed through 
configured pipe number 10 and 11. The traffic usage of 
client 192.168.1.1 was captured and is shown in Fig.11 
and Fig.12. In Fig.11 and Fig.12, the X-axis is 
representing time (hours) and Y-axis is representing the 
download rate in bits per seconds (download rate). The 
Fig. 8 shows that the download rate of client 
192.168.1.1 was reaching to 4Mbps and such peer to 
peer high download rate would impact other customer's 
experience.

TABLE III 

MEMORY UTILIZATION DEPENDING ON PACKET RATE, 

PACKET SIZE AND SAMPLING RATE

Looking at the CPU utilization, 500 kilo packets 
per second is the maximum supported packet rate while 
working under current system conditions. Similarly, 
the memory utilization also increased as packet size 
was increased and it is shown in Fig.10. It was observed 
that memory utilization was slightly higher as 
compared to the CPU utilization due to queuing 
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Fig. 9. CPU (Core 0) Utilization for packet size of 64 bytes and 256 bytes
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achieved for UDP traffic in comparison to TCP traffic. 

TABLE IV 

TRAFFIC PRIORITY IMPLEMENTATION

The Fig.12 shows total traffic of client 192.168.1.1 
during different hours of the day and it shows that 
whenever the traffic of client 192.168.1.1 tried to 
exceed 2500Kbps, it was rate limited to 2500Kbps for 
uniform allocation of available bandwidth. Thus 
bandwidth allocation was made uniform for all the 
clients.  To test the traffic prioritization, TCP and UDP 
traffic was prioritized and their results are shown in 
Table IV. The results were quite encouraging with 10% 
higher throughput with 1% lesser packet loss was 

Fig. 11. Traffic pattern before applying rate limitation
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by varying packet rate and packet size of different 
applications. Although FreeBSD (v8.1) is a mature 
operating system and is used by different mid-sized 
service providers for the optimization of network 
bandwidth, but still system and network performance 
under different set of operating conditions to get 
optimum results is a fertile research area. 

This paper will help researchers to evaluate further 
FreeBSD operating system for the implementation of 
network security, which can be an area of further work 
for the researchers. Moreover, we plan to do extended 
comparison of our suggested technique against other 
classifiers.
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