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‘Comparative Analysis

of Ballastless Track

System Design Using Analytical And Numerical
Tools

\
M.N.A. Rajal‘

\
, U. Rashid’, U. Sajjad’

"**University of Managemept and Technology, Lahore, Pakistan
2ciVil.c‘od@umt.‘edu.pk

Abstract-Railways is becoming faster, with high speed|
running vehicles exerting wheel loads on tracks could
become critical for track quality and the overall lifecycle. Tol
cope with such high loads, state of the art ballastless traclﬂ
systems could be a long-term solution and to increase its
acceptance under limited economic boundary conditions,
Finite Element Modeling (FEM) is powerful tool that
optimizes the design of the ballastless track. This study|
examines the reliability and verification of Finite element
(FE) Models with analytical tools. Firstly, using analytical
tools, the Zimmermann and the Westergaard methods,
continuously reinforced concrete pavement (CRCP) slab
with various cracking distances are designed followed by
numerical design and analysis. Comparative design analysis
is then carried out between analytical and numerical tool to
evaluate the impact of input parameters on each of the tools.
The finite element package SOFiSTiK is used to model
ballastless track design. The verification of FE- model is also
done based on calibrations, results and boundary conditions
to check reliability, behavior and working. Lastly authot
gives some guidelines for the model verification. |

Keywords-Ballastless Track System, Finite Elemenﬁ
Modeling, Westergaard and Zimmerman Methods,
Continuously Reinforced Concrete Pavement |

I. INTRODUCTION |

Railways have distinct advantages over other‘
transport modes such as it's more efficient in terms off
fuel costs and economy over longer distances, safety,‘
reliability and speed, which is achieving new horizons.
Railways is becoming faster and due to exponential
increase in the number of people using railways, the
need to maintain the quality of travel is believed to be‘
more than ever before. The quality can only bg
improved by constant improvement in the technical
design for both vehicles and tracks [i]. |

Countries around the world are strongly|
developing rail transportation, especially the
development of high-speed rail. There are many forms
of high-speedrailway, such as ballasted track,
ballastless track, magnetic suspension railway, etc.
High speeds and heavy loads of trains are usuall
accompanied with large vibrations in the
train—track—ground system, especially when trai:t

|
‘speed reaches its critical value, leading to possible train
derailment and track damages [ii]. Conventional
ballasted railway tracks demand a lot of maintenance
‘works due to uneven settlements of the ballast during
operation. Existing experiences show this kind of
imaintenance work is significantly increased for high-
speed lines [iii, iv]. As comfort safety and economy are
&)rimarily the most important, state of the art ballastless
track constructions offer therefore an alternative
solution due to the enormous reduction of maintenance
work and the long service life with constant
serviceability conditions [v]. The ballastless or slab
track is a concrete or asphalt surface, replacing the
standard ballasted track. In ballastless track system
involving CRCP investment costs are higher and the
maintenance costs are lower and the application of
ICRCP is limited to heavily loaded pavements Concrete
‘is the prevailing material in slab track applications
throughout the world. Asphalt has been used less as
compared to concrete, as a material for slab track
constructions due to its high construction demands.
Continuously reinforced concrete pavement (CRCP) is
the technology used for ballastless tracks. The absence
of the transverse contraction joints and a well-defined
pattern of transverse cracks are the major attributes that
lidentify CRCP. [vi].

Taking care of economic boundary conditions and
L[o increase the acceptance of ballastless track systems,
Finite Element Models (FEM) is among the best
solution to optimize the design of the ballastless track
‘cross-section based on the selected parameters. This
loptimization can be done by a comparative analysis
between analytical (Westergaard and Zimmerman) and
humerical (FEM) approaches. Sofistik is Europe's
leading software (FEM-based) for analysis, design and
detailing of construction projects worldwide. For this
E)aper SOFiSTiK is the main object of utilization and
will be used throughout the work.

| II. LITERATURE REVIEW

| The ballastless or slab track is a concrete or asphalt
surface, replacing the standard ballasted track. In
Ballastless track rails and sleepers are embedded in
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must be laid within a tolerance level limit of 0.005 m|
As the structure is made of stiff and brittle materials, the
required elasticity can be obtained by introducing‘
elastic components below the rail or/and the sleeper
[vii]. Typical ballastless track is shown in Fig. 1.

Fig. 1. Typical Ballastless track System

In slab track construction, ballast used in common|
railway is replaced by a more durable supportive
material such as concrete or asphalt. To achieve thé
required level of track elasticity for wheel/rail systems|
—normally provided by ballast—slab track constructio
must use an elastic rail pad for the rail support points.
Supportive forces are thus distributed to adjoining
support points. The construction principle behind slab
tracks is a layered structure with a gradual decrease in
stiffness level from top to bottom: Rails with rai
fastening to the supportive layer.[viii]. See Fig. 2
e Rails and Rail Fastening system ‘
¢ Concrete supportive layer (CSL) or asphalt supportivq
layer (ASL)
¢ Hydraulically-bonded layer (HBL)

o Frost protection layer (FPL), Subgrade foundation..

Top of rail

Design without sleepers Design with sleepers

Fig. 2. Usual Construction Profile of Ballastless track
system [Darr, 2000]

In practice the application of CRCP is limited to‘
heavily loaded pavements. Continuously reinforced
concrete pavements (CRCP) have a small amount o
longitudinal reinforcement (around 0.6 to 0.7% b
cross-sectional area) for controlling the crack pattern,|

i.e. the crack width and the crack spacing. TlfL

3

&einforcement is located (about) mid-depth within the
iconcrete layer. ACRCP does not contain any transverse
Iioint as shown in Fig. 3. In general, compared to JPCP,

he CRCP investment costs are higher and the

maintenance costs are lower. [ix].

Longitudinal Joint (with tie

|

Reinforcement
(Deformed Bars)

Typical Crack Spacing
(0.9 to 2.4 m)

|
|
|
|
Continuous Longitudinal
|
|
\
\

Fig. 3. Design characteristics of CRCP

Some of the main characteristics are:

L Reinforcement does not deal with stresses introduced
by traffic loading

o Because of short crack spacing (<<5m) thermal
stresses introduced by temperature differences At
between surface and bottom of the concrete pavement
due to heating and cooling (warping and curling) are
smaller than for conventional JPCP (slab length Sm).
Consequently, slab thickness can be reduced by about
10% to 20% compared with JPCP (Slab length 5m) for
'same traffic loading [x][]

Reinforcement controls transverse cracking due to
shrinkage and temperature changes in such a way that
crack width is not exceeding 0.5mm and crack
distribution along the pavement is uniform. Crack
distance shall be much shorter than Sm but not shorter
than 0,5m

|
III. ANALYTICAL DESIGN OF BALLASTLESS

| TRACK SYSTEM
\

Ballastless track systems with continuously
reinforced concrete pavements (CRCP) overlaid by the
layer of Cement treated base (CTB) and unbound
granular based layer are the case study. Ballastless track
k)vithout sleepers but direct fixation (discrete rail seats)
lis considered using UIC (French: Union Internationale
‘des Chemins de fer) 60E1 rail as shown in Fig. 4.



Technical Journal, University of Engineering and Technoldgy (UET) Taxila, Pakistan

Vol. 22 No. 4-2017

ISSN:1813-1786 (Print) 2313-7770 (Online)

[ UIC60 Rail
L ORCR
CTB

/

v/ Sdb-Gra@ /

Fig. 4. Ballastless track without sleepers |

Q=200 200N 250N 250N

0y =80kNm Qy, =80KNm

0 w| 10l 1o U
l

Fig. 5. Model UIC 71

25 kN Q=125 kN Q,=125 kN Q,=125 kN

llllllllllllllllllllllll
S-S.S&S-S..Sossx.s;ﬁ.s.s.

Fig. 6. Pattern of wheel load over the support points
[Lehrstuhlfiir Verkehrswegebau, 2014a]

For the calculations following parameters had1
beenused:
eRail 60E1 |
e Dynamic spring coefficient of Cdyn =40 kN/mm |
o Contactarea 150x150mm
o Concrete slab with E1 =34000 N/mm?2 |
o Cement Treated Base with E2=5000N/mm?2 |
¢ Unbound layer with Es=Ev= 120 N/mm2
e Spacing between rail pads =650 mm |
e Poisson's ratio of concrete slab u1=.16
¢1=30550000 mm4 for Rail profile 60E1 |
«E=210000 N/mm’ |
Rail seat loads are calculated involves
dimensioning of ballastless track system. Procedur
includes distribution of rail loads into single loads
which are further calculated as a rail seat loads.

Rail seat loads are calculated at 11 support points
with load acting directly over support point So (Interior
of'slab)

Using input parameters, the elastic length of rail

4.Ela

| c

As seat load S = ¢.Y and deflection y = ﬂ X1 -
C.L
‘Load Q is increased by both dynamic and curvature

((outside rail) by the factors of 1.5 and 1.2 respectively.
While for inner side rails curvature factor of .8 is being
used.

Maximum Seat load S, under load Q2 considering
factors of 1.2 and 1.5 for curves and dynamic loading
lcomes out to be S,=101000 N using following wheel
‘load pattern over the support points.All the support
point forces and deflections due to adjacent loads at
loutside and inside rail are calculated.

‘See below Table [ & Fig. 7

| TABLE I
SUPPORT POINT FORCES AND DEFLECTIONS
Sli{aSille;;t’t Deflection | Rail Seat Sll{,dslhigz; D[enf‘}s‘:;]tfn Iﬁ)aalc]l ?l:ift]
Point on [mm] . Loaq [kN]. Point on Reduced | = Reduced
Outside rail Outside rail | Outside rail Inside rail by'.8/1 2 byl.8/1 2
(Inside rail) | (Inside rail)

S41 0.73 29.2 s41' 0.49 19.6

S31 1.90 76.0 S3I' 1.27 50.9

S21 2.40 96.0 S21' 1.61 64.3

S11 2.24 89.6 S1I' 1.50 60.0

S0 2.52 101 S0’ 1.69 67.5

Sir 2.16 86.4 Sir' 1.45 57.9

S2r 2.37 94.8 S2r' 1.59 63.5

S3r 2.38 95.2 S3r' 1.59 63.8

S4r 225 90.0 S4r' 1.51 60.3

S5r 2.34 93.6 S5r' 1.57 62.7

Sér 1.24 49.6 Ser' 0.83 332
\

1200 —— ——
gl e e e
\ ;7‘ wo —++ 1t

3 60.0 i : ;49,5<
| 5 400 22 ‘
# 200 I
00 4 8
260 -195 -130 -065 000 065 130 195 260 325 390

\

|

‘ Support Points
| Fig. 7. Support point forces
|

IV. NUMERICAL DESIGN OF BALLASTLESS
| TRACK SYSTEM

|  The aim of this chapter is to understand the
procedure to analyze the ballastless track system by
‘developing 2D FE-Model of a slab using SOFISTIK
[Software.[xi] The model clarifies and verifies the
theoretical/analytical analysis as discussed in previous



Technical Journal, University of Engineering and Technoldgy (UET) Taxila, Pakistan ~ Vol. 22 No. 4-2017
ISSN:1813-1786 (Print) 2313-7770 (Online)

section.

The 2D slab as per required slab length and width)
of slab track is drawn and the loads/seat loads are
placed at their respective support points in Sofiplus as
shown below in Fig. 8. After deciding the density off
meshing, the model is imported to SSD. The Fig. 9 is
showing the slab track model in SSD after gettin§
imported from CAD tool and then linear analysis is
taken place. |

Fig. 8. 2D Slab/Pavement Model in Sofiplus |

< SOFiSTIK

Different parameters were analyzed individually
to see the behavior of model in SOFiSTiK includin%
calibrating the slab model in SOFiSTiK with slab
designed analytically. Different software parameters
and their effect on the model were also studied. Actual
bending tensile stress caused by single wheel acting in
the centre of a slab was calculated with the Westergaard
theory (Infinite slab size). The SOFiSTiK model was
then calibrated by increasingthe slab size with load
acting at the centre until it reached the analytical stress,
value as can be seen in Fig.10 and Fig. 11. |

Fig. 9. Slab/Pavement Model in SSD

| h1=200mm, E1=30000N/mn’, u1=1/6

2 ¥=0.09N/mm*
2
GCq =136 N/mm

Fig. 10. Analytical Model — Westergaard

| < SOFisTIK

Fig. 11. Calibrated Model in Sofistik

\

Analysis of point and area loading with same input
&)arameters showed little difference between the output
fresults primarily due to relatively smaller contact area
‘0f150 x 150 mm as shown in Fig. 12.

| Sofistik: Area Loading vs Point Loading

o T

1]

£ g —

“ 4 —8 ~4—gActual N/mm2 (Area
‘ 2 Loading)

&
‘ iR ~#—cActual N/mma2 (Point

;‘ Loading)

195 26 39

‘ Slab Leagth (m)
| Fig.12. Area vs point load

Different meshing sizes/densities were analyzed
to describe the effects on the output results. Analysis
showed application of load changes with the change in
density thus causes sharp decrease or increase in the
loutput values.

‘A. Load At Intersection Of Elements

|  When changes in density of meshing caused load
to act at node, a sudden increase in stresses were found
khus a consistency of output results must be verified by
lanalyzing meshing behavior. This loading position type
was considered throughout in calculations as can be
seeninFig. 13.
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> soFIsTIK

Fig. 13 Load acting at node |

B.  LoadActing At The Center Of Element
When changes in density of meshing caused load
to act at centre of an element, a sudden decrease iq
stresses were found which can be seen in Fig. 14.
|

> sorisTIK

N 3%

Fig. 14. Load acting at centre of element ‘

Based on the study done in this chapter these aré
some of the important findings: |
e Prior to confirmation results of stresses, suitable

meshing density should be decided carefully tol

avoid sudden changes in the results due to changes
in loading patterns. Here in this study load position
at intersection of elements — nodes are considered
for the calculations. |

*  Model needs adjustment to be comparable with
theory; calibration does the role and shows how|
Sofistik model can be made compatible with1
theoretical results.

*  Sofistik results shows with 150x150mm rail
contact area, any loading type between rectangular
and point can be considered for the design. |

*  Behavioural studies ensure consistent results. \

V. COMPARATIVE ANALYSIS OF RESULTS |

|

Results from analytical and numerical studies are
compiled together to understand their relation.‘
Comparative analysis has been performed based on
analysis of both analytical and numerical methods an(ﬁ
the important conclusions from the study are discussed
as follows. \

7‘A . Actual And Allowable Transversal/Longitudinal

|  Stresses

Fig.15 and 16 are showing both, analytical and
humerical designs are 'ok' and within the limits of
allowable stresses for a slab length up till 4550mm thus
exhibiting same trend. It is also clear from both figures
that longitudinal stress is the decisive stress than the
transversal stress. A difference in stress values can be
seen between analytical and numerical actual stresses
which are due to the fact that analytical design is based
on infinite slab size and to make the differences less,
calibration is needed.

3.5000
‘ 3.0000
‘ . 2.5000 ~&—¢c Trans
£ 20000 perual the.
2 1.5000 ~#—¢ Trans act
| ————————— o
14 ——
-— G Trans
| os0 Allowable
0.0000 T 1
‘ 1950 2600 3900 4550 5200
Slab Length (mm)
|

| Fig. 15. Actual & Allowable transversal stresses
A.  Vertical Stresses

Both actual analytical and numerical vertical
stresses are below the allowable vertical stress at
optimized thickness thus complimenting each other.
The vertical stresses from numerical tool are constant
in nature while analytical values increase with the
‘increase in slab length, as shown in Fig. 16.

| 25000
‘ 2.0000
& ~#—cLong
‘ E 1.5000 actal
;f —— Long act
; 1.0000 model
‘ ' cLong
0.5000 — & == Allowable
‘ 0.0000

4550 5200

1950 2600 3900
‘ Slab Length (mm)

| Fig. 16. Actual & Allowable longitudinal stresses

| As the length increases the difference between
nmumerical and analytical vertical stresses become
lesser because of the UIC 71 loading pattern. Fig. 17
shows, in analytical design, relatively higher deflection
trend in smaller lengths which gradually becomes
lower with the increase in length because of the lower
leffect from the neighboring seat loads (as they are
‘smaller inmagnitude).
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0.1200 |

0.1000
.. 0.0800
E ™ czactual theory ‘
é 0.0600 N/mm2
# ™ czacrual Model ‘
0.0400 N/mm2
0.0200 ‘
0.0000

1950

2600 3250 3900

Slab Length (mm)

asso 5200 ‘

Fig. 17. Actual analytical and numerical vertical

stresses \
200 |
T —
- e .
E 1.50 — ‘
£100 |
Z —#—Deflection mm
Zos0 |
0.00 v : . v : .
1950 2600 3250 3%00 4550 5200 ‘
Slab Length (mm)

Fig. 18. Deflection-Analytical
VI. VERIFICATION OF FE-MODEL ‘

Verification of design based on FE-Modelg
requires respective tools and procedures to ensure thaltJ
models are properly working. Thus for accepting unde
study Sofistik model a realistic verification using
analytical tools is carried out.

Comparisons between the stress results shows‘
longitudinal stresses determined by FEM model are|
much lower than the stresses calculated by
Westergaard/Zimmermann theories while transversal
stresses calculated by numerical approach are highen
than the analytical. Significant difference can be seen
from Fig. 19 and 20. |

2.5000 ‘
2.0000 ‘
E
£ 1.5000
Z =G Long actual ‘
g 1.0000 —  mo Long act model
© Long Allowable ‘
0.5000 —
0.0000 -
1950 2600 3900
Slab Length (mm) ‘

Fig. 19. Actual and Allowable stresses — Longitudinal

|
3.5000 ‘

3.0000 ‘

¥ g Trans actual the.
Mo Trans act model

din ™

1950 2600 3900 ‘
Slab Length (mm)

:

X

Stress Nimm?

:

0.5000

0.0000

|
Fig. 20. Actual and Allowable stresses — Transversal |

"1 7 These differences between analytical and

numerical could be understood from two theories. First
theory refers to the geometry of a slab, Westergaard
approach doesn't consider slab size rather size of a slab
is considered infinite. Similarly, Zimmerman approach
only considers width of slab. Second theory deals with
the type of loading as mentioned in chapter 4, there are
rastic changes in stress values with the change in load
type e.g. load acting atanode.
So to verify the SOFiSTiK model with analytical
esults, the calibration is done based on both theories
and the study being already discussed in chapter 5.
| Comparative and closer results are found once
odel is adjusted and calibrated with analytical values
as shown in tables below. As it is previously observed
longitudinal stresses coming from models are lower
than the theoretical values and transversal stresses have
an opposite trend (Fig. 21&22). Lengths are adjusted to
lget the desired results by considering consistent
loading type (meshing) for example in case of slab
Hength 1950mm the adjusted slab lengths comes out to
be 2600mm vs. 2750mm with load acting at the
intersection of an element. It means longitudinal slab
ength is stretched by 325mm from each side of a slab
and transversal slab length is curtailed by 225mm from
each side. Similarly, with hit and trial method following
esults were found.

| TABLE II

\ CALIBRATED ACTUAL TRANSVERSAL STRESSES
o Trans o Trans
Slab Length actual the. o Trans Call. Allowable
1950 0.8560 0.8880 2.9
2600 0.9690 0.9160 2.9
3900 1.1560 1.1900 2.9
\
| TABLE III
CALIBRATED ACTUAL LONGITUDINAL STRESSES
6 Long c Long
Slab Length actual o Long Call. Allowable
1950 0.9302 0.8670 2.15
2600 0.9302 0.9140 1.85
3900 0.9302 0.9970 1.34
3.5000
3.0000
: 5 |
ﬁ i m B ¢ Trans actual the
; 10000 : o Trans Call.
) <000 "o Trams Allowable
0.0000
1950 2600 3900
Slab Length (mm)

Fig. 21. Calibrated Actual transversal stresses vs.

Allowable
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Fig. 22. Calibrated Actual Longitudinal stresses vs. ‘
Allowable stresses ‘

Based on all the study being done so far somé
guidelines are developed showing the steps to be
followed for the verification of FE-Models with respect
to analytical results/model. Following are the

developed guidelines:

e Analytical Design based on certain inputJ
parameters |

e Numerical Design based on same consistent inpuﬁ
parameters.

* Identification of the differences and similarities|
between numerical model and analytical usin%
comparative analysis.

» Selection of a suitable meshing density/load
position type to avoid sudden changes in the results
dueto changes in loading patterns. |

+ Calibrate an exemplary simple model with
analytical result to get an idea of model behaviour
e.g. effect of geometry change on bending stress.

»  Calibration of a model process by considering botq
geometry of a slab in model and loading position
types. |

There are different ballastless track systems
available for coping with high speed running vehicles.
This study comprises of a ballastless track systeml
without sleepers but direct fixation (discrete rail seats)‘
with special focus on continuously reinforced concrete
pavements (CRCP). |

For the design of ballastless track systems with1
CRCP, Westergaard and Zimmerman approaches are
used to calculate stresses and deformations within thej
entire system. For optimizing design of ballastless
track system it is necessary to verify FE model with
analytical results. This task is performed by developing
a FE model in Sofistik using the same input values as
used for analytical. |

The main aim of the work involves verification off
FE model to ensure that model is working properly with
reference to analytical results. ‘

Based on the evaluation of different results an
analysis a conclusive summary of whole thesis work
canbe provided as:

*  Smaller rail pad areas can be taken place by poin
loads in SOFiSTiK without much difference in

VII. CONCLUSIONS

= e o e e e s B B B B e o B e

output results. Thus showing the flexibility of a FE
Model as analytical calculations are based on
converted circular rail pad area from a rectangular
one.

Geometry plays an important and decisive role in
models as change in slab geometry causes
considerable changes in bending stresses.
Longitudinal length is needed to be stretched and
transversal length is to be curtailed to get near the
desired analytical bending stress values. However
analytical calculations more and less doesn't
depend on geometry.

Load position type is one another vital input
parameter to be considered very carefully while
modelling in sofistik as nature of load position can
change the results drastically. Loading position at
intersection of an element — node is considered
throughout for the calculations. Loading in
analytical calculations are relatively straight
forward either acting in the centre or at the
corner/edges of a slab.

Model showed accurate and realistic results under
temperature loading; heating of a slab surface
causes compression at upper surface and tension at
lower surface of slab and vice versa.

Model in SOFiSTiK was able to calculate actual
bending stress using both traffic and temperature
loading, however only linear temperature stress
could be calculated due to the limitation of 2D FE
modelling.

More than two methods to calculate vertical
stresses ensures accuracy in results, is an
advantage over long analytical calculation

Once input parameters are carefully handled,
comparable results can be acquired from FE model
with reference to analytical results (verification).
Once the model is verified, the slab model can be
analyzed up to different and numerous slab lengths
at different thicknesses more conveniently thus
ensuring better optimization of the design of
ballastless track system.

Thus verification of a model leads the system
towards more economical system.
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Abstract-In this paper a solution is proposed for‘
stabilizing the target in un-stabilized shaky videos byl
using the motion vector compensation technique
mainly focusing on template-based approach fo
locating target in desired frames. Frames are extracted
from the input video and are formatted for further
processing. Noise filtration is then done to neutralize‘
the affects of inherent noise in the input video|
Dimensions and other parameters are extracted fro

the input frames and the target is then selected. The
target is matched in successive frames using cross
correlation matching. Center positions are then updated
which are later used for motion vector calculation and
offset updating. Finally, the effects of un-necessary,
target and camera movements are removed by linear
translations. Modified frames are then sequentiallﬁ
stacked for video reconstruction and display. The‘
proposed algorithm is useful in security applications
and in research works like astrological studies and the
study of heavenly bodies. |

Keywords-Frames Per Second, Motion Vector)]
Computer Vision Toolbox, Picture Element, Noise To‘
Signal Ratio, Cross Correlation.

\

I. INTRODUCTION |

In todays modern age, security cameras are being
widely used in almost every organisation, institute, as
well as on moving air and ground vehicles, for thel
porpose of enhanced security. There arise the problem,
with the captured video that the output is of low quality
due to slow and undesired motions like zoom, pan and
tilt etc. In such scenarios, stabilization of captureq
results is required which is achieved by estimating and
removing the inter frame motion, causing degradation,
between the successive frames. Video stabilization is
the technique used to remove the unwanted camera
motions and hand shaky movements from video. |

Video stabilization aims to reduce the hig
frequency frame to frame jitter that is produced by the
camera motion [i]. This problem arises due to presence]
of camera placed on moving platform. Stabilization is‘
important in fields such as enhancement and
restoration, improve contrast and remove blurring)
remove scratches from an old movie or image, securitxL

land right protection, object or target focusing,
information analysis and automatic recognition.

A mechanical stabilization system includes a
lvibration from the sensors (gyros accelerometer) [ii].
That has been used in early stages of camcorder.
‘Optical image stabilization uses moveable or prism

[ video Input Video Output

Motion
Compensation

Motion
Estimation

‘ Image
Processing

Motion
Smoothing

| Fig. 1. Video Stabilization Scheme

‘lens assembly that adjusts the path length of light when
lit travels in camera lens system [iii]. Video stabilization
algorithm follows the sequence of interframe motion
esimation, motion smoothing or filtering and finally
imotion compensation as shown in Fig 1.
Motion estimation relies on motion vectors
‘calculation that may be related to part of image or
whole image. Pel-recursive approach is one of the most
early technique used to calculate approximate motion
o establish video coding. Basically, in these methods,
displacement is estimated recursively to minimize the
Displaced Frame Difference (DFD). Though, the pel-
recursive techniques are comparatively easier to put
into practice, however their convergence might be time
taking, also the motion estimation may not always be of
Kfery fine quality. It is particularly observed in the cases
where displacement is a vital parameter, or in the cases
where there are huge discontinuities in motion that too
at the borders of the object. This restraint is typically
because of the nature of this algorithm that is recursive,
due to the causality constraint.
| The output of block matching algorithm contains
the motion vectors for each block and have pixels value
difference between blocks in current frame and
imatched block in reference frame [iv]. The main idea
behind the matching is to divide current frame into
%atrix of macro blocks of frame [v]. These blocks are
lcompared with corresponding block and its adjacent
Peighbors will create a vector that shows movement of
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macro block from one location to another in | pr&iotﬂ
frame. This movement estimates motion in current and
previous frame.

While on the other side, phase correlation method
determines the movement between the two fields from
their phases and hence estimates relative offset
between consecutive frames. Phase correlation method
is based on fourier transform and is insensitive to
variation of illumination.

Optical flow technique calculates the motion off
pixels of an image sequence and gives a point to poin
correspondence. It provides a vector field that represent
the 3D motion of object points across the 2D image,
where displacement vector show certain pixels positio
that points to where that pixels can be established in
reference frame. Target template is manually cropped
from the first frame. The same template is then ma‘tchec}J
automatically in successive frames by processing o
template matching algorithm. The desired target
template is selected in the initiale phase. This template
is the target area in the captured video around which the‘
stabilization is required. In the projected proposal,]
motion vectors are calculated from the extracted
parameters [vi]. |

Motion smoothing helps to smooth out the|
unwanted camera motions by applying a low pass filter
on motion vectors for removing the high frequencyl
components that may cause bluring of sharp edges of
image and thus its application is limited to a certain
extent. Motion compensation is applied to perform‘
transformation of a reference frame to current frame,
As per proposed model, motion compensation is
accomplished by inserting a counter effect of the offset
on the frames that neutralise the shaky effects of the‘
target.

|

II. VIDEO STABILIZATION ‘

The whole scheme comprises of three phases; (i)
initialization phase, (i) processing loop and (iii) resul
display. The working scheme of video target
stabilization is as per Fig 2. In the initialization phase))
the video is fed as input. Video source is either an
already stored file in the drive, or it can be a live stream
from an integrated camera/capturing device. Video is|
decomposed into frames at standard frame rate, i.e., 30‘
frames per second (fps). Standard frame rate of 30 fps
has been used throughout in this work. This has been|
already mentioned in the paper. NTSC (National
Television System Committee) video in North America‘
and Japan uses 29.97 fps. Other common frame rates|
are usually multiples of these. Some high definition
cameras can record at 30 fps, as opposed to 29.97 fps.
However, before color was added to NTSC video|
signals, the frame rate was truly 30 fps. Format of all
video frames is converted from RGB to Grayscale.‘
De-noising and enhancement filters are implemented
where required. Although De noising and enhancement

‘is?pti?nal,ibutiwiﬁoutiit the resulting video quality
will be poor. This info is also added in the paper. Target
template is selected by cropping and its basic
ﬁnformation/parameters are extracted such as,
template's center position, origin, size and dimensions.
here is no constraint on the size of cropped area for
target selection. Processing loop, runs for the number
f iterations equal to the number of frames. On every
iteration, pre-selected target template is matched and
calculations are made for parameters like motion
vector, offset, etc. The image linear translation and zero
padding is done on the processed frames. Image linear
translation is achieved by pixel coordinates shifting. It
is implemented by counter balancing the effect of
image offset pixel by pixel. Pixels are shifted in the
bpposite direction as that of the image offset value
obtained. Stabilized frames are obtained after the
{image translation and zero padding. Zero-padding will
have a small effect on the quality of final video.
i;lowever zero-padded areas will appear in black color
n almost all four boundaries of the video. After the
linear translation of the frame, the stabilized frames are
obtained of different sizes. However we want to
econstruct the output video in the end from the
stabilized frames. For video reconstruction purpose, all
the stabilized frames must be of equal size. Thus zero
badding has been done to obtain same sized frames. For
the result display, all stabilized equal sized frames are
run in the display window at standard frame rate.

‘ III. TEMPLATE BASED STABILIZATION

| Video target stabilization technique is based on

otion vector compensation that makes use of
template-based approach for template matching. The
selected template corresponds to the desired target in
the video that is needed to be stabilized and focused and

ence it is the first mile stone to extract useful
linformation like target's origin, size, center, center

osition and the template search border. Template
matching is done to find small parts of an image that
imatch the given or the required template image.

If the template consists of strong features like
contours, shape descriptors, textures, invariant
imoments etc, then a feature based approach is
Preferable for template matching. Features of an image
are specific structures in the image such as points,
ledges or objects. By strong features of the template we
?ean the sharp edges which are result of high
requency components. It is computationally efficient
when the source images are of larger resolution, as it
doesn't require the entirety of the template image.

hile template-based approach is efficiently useful for
the templates lacking strong features, or when the bulk
of template image consists of the matching image.
Since template-based technique needs sampling of a
large number of points to search in order to find the best
match location, it is possible to reduce the sampling
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points by reducing resolution of search and tl@
template images by the same factor and then|
performing the operation on the downsized images
[vii]. This method provides a search window of data
points in the search image and has the advantage that
the template doesn't need to search all viable data
points. The summarization of implementation steps of
template-based matching approach is shown as a block
diagramin Fig 3.

When the two functions fand ¢ are complex valued
functions and one of those is being conjugated, iﬁ
ensures that the aligned peaks or the aligned troughs o
the functions will have the imaginary components
Hence these will positively contribute in the integral,‘
while their best match is being sited. The XCORR is an
easy and efficient way to find the matching location off
the template image in the frame or source image [viii].
XCORR is used for rows and columns of matrices to
get 2D results. In the language of signal processing, thef
cross correlation is actually the measure of similarity of
the two waveforms, as a function of time-lag applied to‘
one of the waveform. The other names of cross
correlation are sliding dot product or the sliding inner-
product. Its purpose is to search a long signal (a frame)‘
for a short, known feature (a template). \

:qr Template Matching ]‘
\
|

\ ..
Video Input Current Center Position ]‘
— T | I
; . -~ |
Frame Extraction
\ 7 ‘
! \
- ~ - Update Offset
RGB to Grayscale Conversion ]
L o
4 )
, ~ Image Translate
De-noising Filters L ) ‘
k | 1
I , !
- ~ Stabilized Frames ‘
Template Extraction
. J ﬂ |
4 ~
- 1 Zero padding
Template Info Extraction )
‘ . g
4 3
Video Reconstruction
and Display
\

Fig 2: Proposed Stabilization Model |

| " Incaseofthe continuous signals or functions fand

iz, we can define the cross-correlation by the Eq. 1.
def % .
(f*2)(0)= | £ @g(r+7)dr (1)

| Where in this equation, the satiric sign (*) with the
function findicates the complex conjugate of f.

Similarly in the case of two discrete functions, the
Imathematical equation of cross-correlation can be
‘written in equation (2)

(f*g)[n]dzif* [m]g[n+m] 2)

|  The nature of cross-correlation is same as that of
the convolution of two functions except that
convolution requires flipping of one of the functions. In
this technique, a convolution mask is used, that
contains the specific feature of the anchor frame or the
search image, and the result of convolution is
aximum at the point where the image structure and
the mask structure have the best match, i.e. at the
location where the large image values are multiplied
with the large mask values [ix]. After each iteration, the
maxima and the corresponding subscripts are recorded
for motion vector and hence the required offset
calculation and updation.
After the template is matched and subscripts are
kecorded, the templates new origin, center and center
osition on the anchor frame can be computed by some
simple mathematical calculations. As it is previously
Idiscussed that the maximum value is at the point where
the template's center best matches the frame pixels
Lbelow. So from that center coordinates, we move to the
brigin of the template by subtracting half of the
template height and width from the rows and columns
&espectively.
|  Next parameter is the template center which is
simply the half of the template's total size. The
emplate's center position is calculated by making the
use of template's origin and center calculated in
revious steps. The center position is the sum of the
LFemplate’s origin and the template's cente. While both
of these are already calculated. Template tracking is
mainly based upon calculation of correlation matrix.
Highest correlation index indicates that the template is
atched. Further motion vector is then calculated for
offset calculations. The template is manually selected
only once from the initial frame. All the information is
then extracted by algorithm processing. The template
and its center position is matched in the successive
fframes by the processing of template matching
‘algorithm. Template matching algorithm is
implemented using cross correlation and same has been
fillustrated in Fig. 3. Thus no human intervention is
involved for tracking the target template center position
‘in successive frames. Zero padding is required to make
lensure that all the stabilized frames are of same size.
This is essential for video reconstruction from
‘stabilized frames.
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IV. MOTION VECTOR AND OFFSET
CALCULATION \

The most important element in any process of the‘
motion estimation is the motion vector. By the
numerical value of motion vector, the observer ca
easily tell that whether the motion is performed or not
and can also estimate it. Its purpose is to represent g
block or a macro block (a small block portion in the
whole frame), in an image, depending upon the position
of the similar block or the macro block within another
frame in the sequence (mostly the previous one), which
is often named as reference frame or the reference
picture [X].

More precisely and technically, the motion vector otl
an image can be defined as a 2D vector, which is
intended for the inter prediction that gives the offse
value from the coordinates in the existing frame of the
sequence, to that of the coordinates in reference frame,
i.e. the frame previous to the current frame in the‘
sequence.

\

Current Frame Target Template |
ftxy) t(u,w) |

\

foep)’ +iftxy) 2 tuw) - 1
|

lL \

Flipping ] \

\V4

I
[ 2-D Convolution
|

[ Real Maxima & Subscripts Extraction ]
\

Current Center Position

Fig. 3. Template Matching Algorithm |

-4 - - = - — —

Now by keeping the above definition and discussion
in mind, the motion vector can be mathematically
explained as the difference of the center pixel location
of that block or the macro block which we are
onsidering in the existing frame, and center pixel
location of same block or macro block within the
preceding frame. However, in our project code, that
block is actually the target template, which we have
selected manually. This scheme may be described in the
form of a block diagram in Fig. 4.
In general, by offset we mean the displacement
etween two specified points or destinations. In the
limage processing context, the meaning of the image
offset is the displacement of the coordinates of the
[target or some template from one frame to the nextin a
video sequence. Such as in present case, we want to
find our target's inter-frame offset. Depending upon
L[his target's coordinate offset, the image translation can
be performed to stabilize our target in the video. The
offset is first initialize to /0; 0] for the very first frame
and after that it is constantly updated for each frame
fransition, by the execution of an offset update
algorithm [xi].

The implementation of the offset update algorithm is
accomplished by some mathematical steps and
equations constructed by making the use of some
Hemplate information, motion vector and the previous

ffset value. The offset update algorithm can be
elaborated by the block diagram shown in Fig. 5.

| Previous Center
Position
N
+
J —
\
| [ Motion Vector ]

| Fig. 4. Motion Vector Calculation

|
Current Center
Position

| Depending upon the calculated motion vector and
offset coordinates, necessary linear translation is
Ferformed on each frame and zero padding of all
frames is done upto desired level for the purpose of
video reconstruction from the stabilized frames. It is
required because the linear translation in either
direction creates a blank area in the opposite direction.
‘T his padding is applicable to all video formats and
hence is useful in any applications. Zero padding is the
Bppending of zeros to a signal or an image. It modifies a
Lsr'gnal oflength N to an extended signal of length M>N.
‘ his can be stated in the form of Eq. 3:
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0, N<m<M-1

The purpose of zero padding is accomplished by
constructing a null matrix of the video size and then1
over riding the stabilized frame onto it [xii].

Computation of motion vector and the required|
inter frame offset and translation is done by the basic
but most important information extracted out of the‘
template or the target selected. Table 1 illustrates the]
information extracted and computed from the targeﬁ
template image during the first fifteen processing loop
iterations. |

The real maxima and its corresponding indices and
subscripts computed as a result of template matching
algorithm during first fifteen loop iterations are stated|
inthe Table I1.

Motion vector calculation is based on thé
difference of template center position in two
consecutive frames which forms the basis of offset
computation. Table III states the motion vectors for the
first fifteen loop iterations. ‘

V. COMPUTATIONAL RESULTS

Previous Offset

MV _out=MV MV_out=[0;0]
>
Updated Updated
Offset Offset

Fig. 5. Offset Update Algorithm

TABLE 1
EXTRACTED TEMPLATE INFORMATION
Iterations Origin Center | Center Position
1. [61 116] | [4120] [101 135]
2. [60 115] | [4221] [101 135]

Vol. 22 No. 4-2017

3. [60 115] | [4221] [101 135]
4. [53 126] | [4221] [94 146]
S. [54 124] | [4221] [95 144]
6. [49 123] | [4221] [90 143]
7. [56 123] | [4221] [97 143]
8. [59 121] | [4221] [100 141]
9. [58 119] | [4221] [99 139]
10. [62 122] | [4221] [103 142]
11. [53 128] | [4221] [94 148]
12. [54 128] | [4221] [95 148]
13. [51130] | [4221] [92 150]
14. [51139] | [4221] [92 159]
15. [63 135] | [4221] [104 155]
| TABLE II
TEMPLATE MATCHING ALGORITHM COMPUTATIONS
Iterations| Real Maxima | Indices | Column | Row
1. 54757759 32502 102 136
2. 54757919 32502 102 136
3. 54735453 35135 95 147
4. 54724794 34656 96 145
5. 54730456 34411 91 144
6. 54722462 34418 98 144
7. 54710758 33941 101 142
8. 54705383 33460 100 140
9. 54687955 34184 104 143
10. 54664570 35615 95 149
11. 54664570 35615 95 149
12. 545464722 | 35616 96 149
13. 54629655 36093 93 151
14. 54622804 38253 93 160
15. 54613216 37205 105 156
\
TABLE III
| MOTION VECTOR CALCULATION
Tterations Previou; .Center Currem“ Center Motion
Position Position Vector
1. - [101 135] [00]
2. [101 135] [101 135] [0 0]
3. [101 135] [101 135] [0 0]
4. [101 135] [94 146] [-7 11]
S. [94 146] [95 144] [1-2]
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6. [95 144] [90 143] |[[-1-5]] o, 10.5857 7.5506 4)
2
7. [90 143] [97 143] [70] | lo,” = 112.0565 57.0122 (®)]
8. [97 143] [100 141] [3-2] | | While the results of standard deviation and
9. [100 141] [99 139] [-1-2]! |variance of stabilized output video are as follows;
10. 99 139 103 142 43
[ ] [ ] [43] ‘02 0.1443 0.1015 (6)
11. [103 142] [94 148] [-96] | \622 — 00208 0.0103 %)
12. [94 148] [95 148] [10] | \
3 Above mentioned comparison results clearly show
13 [95 148] [92 150] [-321 ] lthat the standard deviation and variance of the
14. [92 150] [92 159] [09] | stabilized video are less than the input video. From
15. [92 159] [104 155] [12 -4] | thege yalues itis concludec! that the outpL}t Vide'O 1$98%
|stabilized compared to the input destabilized video.
\ |
TABLETV VI. CONCLUSION
OFFSET CALCULATION AND UPDATION | |
I . Previous | Motion Template Updated‘ PRAs are the repetitive reﬁning of the motion
ferations Offset | Vector | Origin | Offset | ‘estimation, for the individual pixels, by the gradient
— ‘ techniques. The BMAs presume that all of the pixels
i [00] | (61 116] [00] : inside a certain block, has the similar activity of
2. [0 0] [00] | [60115] [00] motion. The BMAs estimate the motion, depending
3 [00] [00] | [60115] [0 0] ! lupon the rectangular blocks, and thus they create
‘ merely one motion vector, per individual block. The
4. [00] [-7 111 ) [33126] | [7-11] PRAs engross more complications of computations
5. [7-11] [1-2] | [54124] | [6-9] ! land a lesser amount of regularity, therefore these are
tricky to be realized in the hardware. Generally, the
6. [6-9] [-1-5] [[49123] | [11-8] | ‘BMAS are comparatively more appropriate for
7. [11-8] [70] [[56123]] [4-8] | Irealizing an uncomplicated hardware, due to their
_ _ } simplicity and regularity.
& [4 -8] (3-2] [[59121] | [1-6] | | The proposed technique for video target
9. [1-6] [-1-2] | [58 119] | [2-4] | |stabilization is a simple easy-to-implement technique.
10. [2-4] [43] 621221 [-2-71 | ‘It ha}s wide spread uses in many security, rqsqgrch and
engineering fields. Moreover, it has the flexibility to be
11. [-2-7] | [-96] | [53128] | [7-13] | lextended in implementation at high security and
12. [7-13] [10] | [54128] | [6-13] | ‘sensitive areas, for giving better and up to the mark
results. Right now this technique is best efficient for
13. [6-13] | [-32] | [S1130] | [9-15] | |[video streams having the focused target within the
14. [9-15] [09] [[51139] ] [9-24] boundaries of the frame and where the target must not
‘ exceed the moderate size ranges, otherwise manually
13. [9-24] | [12-4] [ [63 135] | [-3 -20] | selected target is stabilized for better perception of

Depending upon this target's coordinate offset, th
image translation is decided to stabilize desired targei
in the video. The offset for the very first frame ig
initialized to /0, 0] and is constantly updated for eacll
frame transition afterwards, by the execution of offse
update algorithm. The offset calculation and updated
results are enlisted in Table I'V.

Relying upon the updated offset, each frame is

important information in the video data such as vehicle
'number plate reading, suspicious luggage checking on
‘airport and bus stops, stabilization of astrological
‘Videos and in endoscopic videos for medical diagnosis
etc.
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Abstract-There are many advantages and applications‘
of DC-XLPE cables under DC stress, it is of paramount
importance that it is required to have some reliable
diagnosis system to check the insulation state of cabl
insulation in order to avoid the unpredictable servic
failures of the cable system. Thus, it has been
conceived that partial discharge diagnosis is one of thel
major tools for this purpose. However, very few
research works have been reported regarding the PD
diagnosis on XLPE cable under the DC stress. |
By keeping this fact in mind in the current work,
PD detection has been carried out using artificial
defects introducible into DC-XLPE cable system and
then PD signals have been analyzed by use of Chaoti
Analysis of Partial discharge (CAPD). Afterwards, the
application of the artificial neural network has been
done in order to improve the recognition rate of the PD
defects by adding power spectrum data for the first time‘
in this concerned area. In this method, the power
spectrum data of the PD signal is combined with CAPD
data as the training data for artificial neural networks
models. And then different NN techniques have been
applied for the recognition of PD defects by usin
CAPD data and CAPD data combined with powe%l
spectrum data. As a result, better recognition rate as
well as low mean square loss by using CAPD data
combined with Power spectral data, also the ML
techniques has shown best results among all other NN
networks. |

Keywords-Partial Discharge PD, Chaotic Analysis of‘
Partial Discharge CAPD, Neural Network (NN), XLPE
Cable. |

Most of the service failure in power apparatus is‘
due to the occurrence of Partial discharges from the
presence of various natures of defects or irregularities
existing at any place in the insulation system. A Partia
Discharge (PD) is alocal electrical discharge caused ‘tﬁ

I. INTRODUCTION

the excessive local electric filed beyond the breakdown
strength of the insulation. And gradually bridging the
insulation gap of the insulation system is taken place
due to the unexpected propagation of the electrical
trees. Fig. 1 below describes schematically that how the

D is occurred in small cavities present in the
insulation structure for the power apparatus.
Techniques have been proposed for the identification of
&’D in AC electrical apparatus in ceramic and polymeric
linsulators [i-v]. For the PD in AC-XLPE cables, several
Eethods have been proposed for the related diagnosis

y applying different sensors in the cable insulation as
well as cable joints [vi-xi].

&=

18

‘Fig. 1. The small cavity inside the insulating material
\ responsible for PD

|  In case of power cable insulation system, the
Process from PD occurrence to breakdown is shown in
Fig. 2.

Breakdown

Partial Discharge

Electrical Treeing

\

\

\

\

‘ S )
| Fig. 2. The breakdown process of insulation due to
‘ Partial discharge.

\

|

|

|

\

\



Technical Journal, University of Engineering and Technoldgy (UET) Taxila, Pakistan

Vol. 22 No. 4-2017

ISSN:1813-1786 (Print) 23‘13—7770 (Online)

with the expectation of less transmission losses. So far,
not many techniques have been proposed for
diagnosing the reliability of insulation in DC powe

apparatus instead of its huge applications to the large,
power grids [xii-xiii]. The Ultra-High Frequency
(UHF) Sensors are used to detect the PD under DC
stress [xiv]. The diagnosis and evaluation of hig

power DC apparatus are used to detect PD which is
accepted as a plausible diagnostic method for the status
of insulation state [xv-xx]. The PD signals are
generated from different insulation defects connected
to the XLPE cable put under DC stress by using CAPD|
method and the defects patterns are proposed [xxi].

The Fuzzy Identification System has been
proposed in order to identify corona, internal and
surface discharge: easy for the corona but hard to
distinguish the internal and surface discharges. F01J
that, the characteristics of internal and surface]
discharge have been expressed as a function of
temperature and humidity as well. However, it requires‘
additional facilities such as oven and humidity chamber
to investigate the effects of temperature and humidity.

A statistical correlation between consecutive PD!
events is been proposed to identify PD sources under
the DC stress, which is unable to show any specific
pattern for the type of defects detected. Moreover
investigation parameters of Weibull distribution coul
not distinguish the PD and noise nor differentiate the
type of PD defects. |

These parameters obtained from each PD signal‘
are mapped onto two dimensional Time- Frequency
plane and then mapped points are clustered
respectively in different manner making a region on
this plane. In this way, the clustered zone could be
separated into “Noise” group from the noses at the sitel
and “PD” group for the PD signals from the defects.
The signals in the “PD group” are used for furthelj
analysis enabling to make pattern recognition of the]
defects. [xxii].

From the review on the precedent works, it has‘
been remarked that the main problem to diagnose PDj
patterns under DC stress is to distinguish the patterns
from the different type of defects. For this purpose, it is
necessary to develop a more reliable and accurate PD;
pattern recognition tool and accordingly CAPD
method has been selected. |

The Pulse Sequential Analysis (PSA) is basically,
related to the accumulation of local space charges due
to change in the local electric field. In PSA there is a
strong correlation between consecutive discharge‘
pulses. This means that successive PD pulses cannot be
considered to be independent without a correlation withl
preceding discharge pulses. Because of this in PSA the
important parameters like applied voltage or the phase
angle do not have the absolute value where thel
discharges occurs. This is because the local electric
field and its effect has to be considered when finding

discrepancies this technique is not used for the current
work.

| In CAPD Method the absolute value of the
Fnagnitude of the PD pulses and time interval between
two consecutive PD pulses are the two main parameters
taken into the account

| 1. EXPERIMENTAL TEST SETUP AND
| PARTIAL DISCHARGE DETECTION

|  The complete experimental test setup is shown in
ig. 3. It consists of a PD free 100 kV transformer
hich produce AC signal, AC to DC rectifier circuit,
[Voltage divider to measure DC voltage, XLPE cable
specimen, PD defect to produce PD signal, HFCT
sensor to receive PD signals and Lab VIEW system as a
data acquisition module.
The voltage source is PD free (HAEFLEY 100 kV,
‘IA) transformer, located inside the well shielded room
as shown in Fig. 4, connected with the XLPE cable
specimen including a joint. A converting system from
AC to DC (150 kV/50 mA) through rectifier (1.5%
Fipple without load) is shown in Fig. 5.

PD Free
100 kV
Transformer

Terminal
to Connect
‘ PD defect

Fig. 4. The XLPE cable with a PD free 100 KV
Transformer
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clamping the ground wire as in Fig. 6, with the
following characteristics: Its bandwidth ranges from
hundreds of kHz to 25 MHz, sensitivity is 1 pC £ 1%
The data acquisition module is of National Instruments|
NI-PXI-5152 with the data rate of 2 GS/sec and having
frequency range of 300 MHz as shown in Fig. 7.

Fig. 6. Calvus HFCT Sensor

Fig. 7. National Instruments NI-PXI-5152 System |

A. Artificial Defects & Partial Discharge |

Three main artificial defects are prepared in order!
to produce void discharge, surface discharge an
corona discharge. Afterwards, they are connected to the
sample cable terminal in order to produce PD for the
experimental investigation at the laboratory. |

i) Artificial defect for Void discharge

The presence of void in the cable insulation is
imitated by the cavity introduced into the epoxy as
shown in Fig. 8in a way to have the same electric field
distribution as that of produced in real cable. [xxiii
xxvi] and then it has been put under applied DC voltage
at the laboratory. Fig. 8 shows the artificial void defec#
containing cavity to imitate void and Fig. 9 is itg
schematic description. |

Fig. 8. Artificial Void defect

| High
‘ Voltage ~ |

Ground __|
Electrode

> PD Signal

|

‘ HFCT
Sensor

| Fig. 9. Cavity imitating Void

| ii) Artificial Defect for Surface discharge

| The Surface discharge occur along the dielectric

interfaces where ionization propagates orthogonal to

Rhe applied electric field. In order to simulate the

Idischarge at the surface, a solid insulation polymer disk

is placed between high voltage and ground terminal as

lshown in Fig. 10 [xxvii, xxviii].

|

Solid Insulation Disk

Ground -
Electrode >

f ig. 10. Circular insulation disk for Surface Discharge
showing tangential electric field

iii) Corona discharge defect

Corona discharge are produced as a result of high
divergent electric field spots which are produced by use
of a sharp steel wire intentioanlly located at the ned of
sample cable terminal as shown in Fig. 11.

Sharp Steel Wire \

PD Signal

H HFCT
Sensor

|

Fig. 11. Sharp steel wire located within the electric
| field of the terminal to produce Corona discharge
\

III. NEURAL NETWORKS

‘A. Process
| After getting the input feature vector of the size 1 X
3072 obtained by three CAPD pattern data, thepattern
ecognition is carried out by adopting three different
neural network techniques which are the Multilayer
Perceptron (MLP), Self-Organizing Feature Mapping
(SOFM) and Recurrent Network (RN). Fig. 12 shows
the overall process for the pattern recognition of the
defects [xxViii-XXXix].
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o p p— p— p— p— |
I

PD defects HFCT sensor Data Acquisition LabVIEW Slgnal
Module Analysis ‘

CAPD data ‘

Application of
ANN

Defects pattern
recognition

Fig. 12. Flow Diagram of pattern recognition process
|

B.  Pattern Recognition Using Multilayer Perceptron‘

(MLP) Neural Networks

The structure of MLP is shown in Fig. 13. Thel
MLP system been has trained using three hidden 1ayers‘
and each layer has 50, 20 and 10 hidden nodes
respectively to converges the system smoothly and
quickly.

Fig. 13 shows the total number of input vectors i.e.‘
3072 along with the hidden layers and the output layer
of MLP by showing the three type of outputs as well.

T )

1024 Input vectors

Void defect

Surface dcfccl‘

Corona De; fecl.{

Embedded P
1024 Input vectors

Embedded T-P
1024 Tnput vectors

3072 Input

Vectors/Neurons 3 output Neurons

Input Layer Hidden layer Output layer

Fig. 13. Input and Output vectors for MLP Neural
Networks |

C. Pattern Recognition Using Self—Organizing‘
Feature Map (SOF M) Neural Networks |
It is a two-layer network that consists of an inpuﬂ
layer in a line and an output layer made of neurons in a
two dimensional grid as shown in Fig. 14. It uses the|
unsupervised learning in which the network has to trai
itself through its own classification without anl;/]
external source. |

Output layer‘

Interconnecting weights ‘

Input layer ‘

X] Xz Xn
Fig. 14. The architecture of SOFM Neural Network |

D Pattern Recognition Using Recurrent Network
| (Elman Network)

The main characteristics of a Recurrent Neural
Network (RNN) is that it contains at least one feed-
back connection from output layer to the hidden layer,
so that the activations can flow round in a loop. The
learning scheme is the same as for the MLP network
using gradient descent procedures similar to the back-
propagation algorithm used in feed-forward networks.
Every layer is connected to the previous layer making a
temporary memory space. This network may use their
internal memory to process their arbitrary sequences.
There is feedback loop around each layer except the last
layer. Fig. 15 shows the architecture of RNN showing
tthe input layer, hidden layer and the output layer along
with the feedback loop from the output to the hidden
‘layer.

! /—\ Feedback Loops
\

\

\

\

| N

‘ Input Layer Hidden layer Output layer

‘ Fig. 15. The architecture of Recurrent Neural
Network

Power spectrum data added with CAPD data

To get the feature vector from the power spectrum
data, the value of PD signals in dBm is acquired from
‘the data of spectrum analyzer using Lab VIEW
software as shown in Fig. 16. The power value
imeasured for each PD signal is shown in Fig. 17, which
is normalized within the range of 0 to 1 by applying the
h“ormula as shown in Eq. 4. Afterwards, a feature vector
fis also made from these values of the size 1 x1024 as
‘shown inFig. 18.

File Edt View Project Operate Tools Window Help E

e

\ (1] [ 139t Appkcaton Fort_ |~ 3~ ][ a2+ [¢5-] :

| Resource Name

‘ 5600 =
Clock Source
JonboardClock Il

‘  Reference Level (dém)
Jo.00

‘ I,Batﬁm(ﬂz)
f 90M

‘ Stop Frequency (Hz)
1M

‘ - Resohtion Bormivikh +2)
ok

| Fig. 16. Waveform of the Spectrum Analyzer in Lab
VIEW
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Frequency Spectrum data of the size = 1024
— g

~ \
Fig. 17. Power values of Frequency Spectrum [dBm]|
Al,l i A32.32
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Y

CAPD feature Vector of size=1 x 1024 ‘

Fig. 18. Power Spectrum feature vector ‘

* P ¥
py=—"—(0<p; <1) a
f max
Where |

*p = Normalised power of each PD signal |
= p, =Power of each PD signal [dBm] |
® D e = Maximum power of any PD signal [dBm]

The spectral analysis is dependent on the nature of
defects but by using this data alone, it is insufficient to
recognize the defects producing any PD signals,‘
however, if it is added with other PD signal data, 4
better recognition rate could be obtained. Thus, spectraj
feature vector is considered to be added with the featur
vectors of CAPD data. The input vector obtained by
combining these feature vectors is fed into the neural
network to enhance the pattern recognition rate. Fo
this purpose, the input vector is composed by adding
the CAPD feature vector of the size 1 x 3072 and one
feature vector of power spectrum data of the size 1 x
1024 by making input vector of the size 1 x 4096 which
is used as a training data for NN as shown in Fig. 19.
The block diagram showing the overall process of
pattern recognition is shown in Fig. 20. ‘

A

CAPD
Feature ==
Vectors

—Ans
015 e 016

Feature
Vector of
the size

4096
which is ‘
input data
for NN

Frequency __} Ay
Spectrum
vector

Fig. 19. Input feature vector of the size 1 x 4096 |

e Data Acquisition LabVIEW
PD defects HFCT sens
[ defects H CT sensor H Module Signal Analysis ]

CAPD data + Power
Spectrum data

Application of
ANN

Defects pattern
recognition

Fig. 20. Block Diagram of Pattern recognition ‘
process

————————

-1 The pattern recognition process is performed by

ladopting three different neural network techniques
including Multilayer perceptron (MLP), Self-
Organizing Feature Mapping (SOFM) and Recurrent
Network (RN).

Fig. 21 shows the total number of input vectors i.e.
11 x 4096 along with the hidden layers and the output
‘1ayer by showing the three outputs.

E T
‘ 1024 Input vectors

Void defect

Embedded P
‘ 1024 Input vectors
Surface defect
Embedded T-P
‘ 1024 Input vectors

‘ Frequency

1024 Input vectors W&
4096 InPUt 1t Layer Hidden layer Output layer
‘ Vectors

| Fig. 21. Input and output vectors for Neural
| Networks

Comparison Of Results Based On CAPD Data
With Power Spectral Data
The numbers training data and testing data for the
three neural networks is summarized in Table I.
TABLE I
| THE NUMBER OF TRAINING AND TESTING DATA

Data sets of | Data sets of Self

Corona Defect

Output layers=3
Input layers= 4096 utput layers

Multilayer Organizing Of]ﬁl:zuie::nt
Perceptron feature Map Network (RN)
Defect (MLP) (SOFM)

Type
Training| Testing | Training | Testing | Training | Testing
data data data data data data

Void 86 42 112 57 95 47
Surface| 118 59 107 54 90 42
Corona| 105 37 102 45 98 45

| The input vector and objective output vector is
shown in Table II. When the learning phase is
completed, one of the three output of the defect is equal
lto '1' and the other two are equal to '0' showing the
correct type of the defect.

| TABLE II
THE OBJECTIVE OUTPUT VECTOR
Objective Output vector
Input Vector
Void Surface Corona

Void 1 0 0
Surface 0 1 0
Corona 0 0 1

G. Overall Comparison Of Recognition Rates

The overall comparison of MSEs of the defects
using different NN techniques are compared for two
cases obtained by only CAPD data and CAPD data
lcombined with power spectrum data are shown in
‘Table. II. The latter one is found to be lower as
compared to that from the former one. And MLP
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~ technique has shown the results with Teast MSEs ad

compared to other two techniques when the CAPD datg
is combined with power spectrum data.
TABLE. 111 |

MEAN SQUARE ERROR (MSE) DEPENDING USING |
ONLY CAPD DATA AND CAPD DATA WITH POWER
SPECTRAL DATA |

Mean Square Error (MSE) |
Neural CAPD Data + Only CAPD |
Model Spectral Data data
L
Training | Testing | Training | Testing ‘
Multilayer |
Perceptron 0.006 0.012 0.034 0.043
(MLP) \
Self- |
Organizing
Feature 0.015 0.017 0.173 0.161 ‘
Map (SOFM)
Recurrent
Network 0.009 0.035 0.057 0.089 ‘
(RN)

The overall comparison of recognition rates usiné
different NN techniques are also compared for twd
cases obtained by only CAPD data and CAPD dat
combined with frequency spectrum data in Table I\j.
pattern recognition rate of the former is less ag
compared to that of the latter. Also as a whole, the MLP
technique has shown the best performance. |

TABLE IV \

PATTERNS RECOGNITION RATES BY CONSIDERING
ONLY CAPD DATA AND CAPD DATA WITH SPECTRAL
DATA FOR THREE ANN TECHNIQUES (UNIT: %) |

Recognition Rate (%) |
|| e stz e
e

zlf) (MLP) (SOFM) Network (RN) |
Defects["c s pp CAPD CAPD \
data + Only data + Only data + Only
CAPD CAPD CAPD
Spectral Data Spectral Data Spectral Data |

Data Data Data
Void 9731 | 76.14 | 87.41 | 77.34 | 95.14 89.65 |
Surface| 95.85 | 80.45 | 83.57 | 69.12 | 90.34 84.23 |
Corona 99 83.34 | 84.79 | 68.76 | 91.25 73.56 |
Average| 97.38 | 78.60 | 85.25 | 71.47 | 92.24 82.48

i
I'V. RESULTS AND DISCUSSIONS \

It could be concluded from these analyses that, in
order to improve the recognition rate of PD defects, it is
effective to combine the CAPD data with frequenc
spectrum data of PD signals: MLP technique has shown
the best recognition rates and least MSEs. |

V. CONCLUSION

The Partial Discharge (PD) under DC stress has

lvital insulation defects introducible into the cable
system such as void, surface and corona. It has been
generally conceived that their presence could give rise
'to a considerable service failure of the DC XLPE power
cable system. By keeping this fact in mind, this work
has been proposed to carry out an experimental
linvestigation followed by the pattern recognition of the
above defects by using CAPD method. For the latter,
one more parameter, such as frequency spectrum data
lof the PD signal, has been additionally considered
together with the CAPD data. Finally, the pattern
‘recognition rate obtained by only CAPD data and
|CAPD data combined with spectral data has been
compared, for which different NN techniques have
‘been applied respectively.

| In order to acquire the PD parameters using CAPD
method, the magnitude of the PD pulses and the time
interval between two consecutive pulses have been
jused to represent the related PD patterns. Three
different type of patterns have been obtained from each
|defect of which the feature vectors are extracted from
‘CAPD data patterns to obtain the pattern recognition
rates. In order to get the feature vector, the 2-
'dimensional CAPD data patterns have been
transformed into one dimensional feature-vector. Three
feature vectors have been obtained for each type of
|defects and then are used for training data. Afterwards,
different neural networks techniques have been applied
for comparing the results: Multilayer perceptron
|(MLP), Self-Organizing Feature Map (SOFM) and
‘Recurrent Network (RN).

In order to improve the recognition rate of PD

|defects, the frequency spectrum data is also added with
CAPD data. The training is again performed by using
‘three feature vector obtained from each CAPD defect
|data along with one feature vector obtained from
frequency spectrum data by using different NN
‘techniques like above.
\ Finally, the recognition rates of PD defects
iscompared for both the data. It is shown that the data
combining CAPD and spectrum data shows much
better performance as compared to the previous case in
term of low mean square error and better recognition
rates. Also, the MLP technique has shown the best
‘results among the three techniques.

In future, this idea can be applied to recognize
\different PD defects and as a result better recognition
rate can be achieved which results in avoiding the
power apparatus failures and to avoid heavy damages.
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Abstract-In this article M-shape multiband antenna isl
proposed for wireless communication systems such as
GPS, WLAN and ISM. The proposed antenna
resonates at four bands, I (1.436 GHz -1.586 GHz), il
(2.313 GHz-2.50 GHz), Il (4.844 GHz -5.150 GHz)
and IV (5.714 GHz-5.951 GHz) with improved return
losses and impedance matching. These bands covering
GPS band 1.57GHz, WLAN bands 2.4GHz, 5.0GHZ,‘
and 5.8GHz and ISM bands 2.45GHz and 5.75GH with
radiation efficiency 65.15%, 76.69%, 59.95%)
54.31%, 73.17% and 53.68% respectively an(i1
VSWR<2 for all bands. The antenna has size o
43.8mmx18.6mm with defected ground structurel
(DGS) and fed by 50ohm micro strip feed line. The‘
antenna is designed on FR-4 substrate material with
thickness of 1.6mm, relative permittivity is 4.3 and
tangent losses are 0.025. The proposed design is
simulated in CST (computer simulation technology)‘
microwave studio. The proposed antenna is fabricated
and results are measured with help of network analyzer.
The measured and simulated results are compared.

Keywords-:Defecated Ground Structure (DGS),‘
Parallel Rectangular Open Slots (PROS), Microstrip
Patch Antenna (MPA) |

[. INTRODUCTION |

Antenna is the key component in wireless
communication systems and plays a vital role in the
design of wireless communication systems. So for
many types of antennas such as wire antennas, Aperture
antennas, micro-strip patch antennas (MPA), reﬂect01J
antennas, lens antennas and array antennas havel
designed and developed for different uses in wireless
communication systems like satellite communication,‘
radar and airplane, smart phones, medical equipment,
devices used for security systems, remote area control
and telemetry units in industries etc. All antennas are
good and suitable in accordance with their uses,|
however the micro-strip patch antenna [i] attracted
attention of researchers and antennas developing
community due to its low profile, conformability to
shaped surface, ease of fabrication, compatibility Wiﬂ

lintegrated circuit technology, low power consumption,
and inexpensive compared with other types of
antennas. The disadvantages of MPA are narrow
bandwidth, low gain and a potential decrease in

adiation efficiency due to surface-wave losses.
g{owever many techniques have developed to improve
the performance of MPA[ii]. So for lot of work has done
to improve performance of multiband micro strip patch
‘antenna. MPA having multi-strip with different shapes
have used to achieve wide bandwidth [iii]. Different
techniques have been proposed for gain enhancement
iv-vii]. To improve the efficiency of multiband MPA a
design of rectangular patch with parasitic element is

resented in[iv]. Excellent return losses have achieved

hile using square split ring resonator in[viii].

Two technique are used to feed MPA [ix];
connecting feeding and non-connecting feeding.
Coaxial cable, and micro-strip line are connecting
‘feeding techniques. Proximity coupling and aperture
coupling are non-connecting feeding techniques. In the
early stages MPA ware using in military sector due to
low profile however with the rise of wireless mobile
technology in communication systems it became more
and more favorite in this area.

Wireless communication system is world of

ireless devices. Some of the wireless devices dealing
with single service and many of them like smart phones
‘can support more than one service such as GPS, GSM,
3G, 4G, WLAN and WiMAX, concurrently. According
to FCC each service operates in its own frequency
band. To achieve this multi-service functionality of
K)vireless devices a number of antennas will be required
fin a signal device, which enlarge the size, increase
energy consumption and cost of device. To make the
multi services function beneficial a multi-band antenna
is best solution. Multiband antenna can operate
simultaneously at more than one frequencies.
Multiband antennas can reduce the number of antennas
and remove the band pass filters used in a multiband
system, which is critical for mobile devices to
minimize the overall size [i], fit the severe physical
space constraints, and save the cost [x-xiii]. The main
challenging feature of multi-band antenna is its shape,
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size, volume, return losses, impedance Batcihing
bandwidth, efficiency and energy consumption while
keeping its performance in best conditions.

Till the date different methods and techniques havel
been studied and used to design a multi band MPA.
Multi band MPA can be design using Defected Ground
Structure (DGS). DGS was used to achieve multiband
features, enhance bandwidth, and reduce the size of|
MPA. In DGS technique, slots of different shapes such
as U-shape, E-shape, I-shape, L-shape, S-shape and Z-
shape etc. etched in the ground of MPA. Many design‘
have been proposed for MPA with DGS [iii, xiv-xviii .
Multi band feature of MPA can be achieved by etching
slots in patch [xiv]. Split ring resonator SSR is one of;
the approaches used for multi band MPA [xix]. Man)J
researcher have used more than one patches of different
size and shape as a radiating element to design multi
band MPA[xvi, xx]. |

Until now different shapes have been proposed for|
multi band MPA. A fractal Sierpinski triangle shape is
used in [x-xii] where in [xiii] two strips of very small‘
size, a feeding strip and shorting strip are used. An|
antenna is designed having rectangular patch
surrounded by meander strip with L shape slot[xxi]. A
planar rectangular patch monopole antenna with two
shape slots and a meandering strip have different width
at its different part is proposed in [xxii]. The antennal
designed in [xxiii] consisting three fractal s-shaped
patches with different lengths. The materials, shape,
size and feeding point of antenna has a great influence
on its characteristics and performance. These aspects,
are studied in[xxiv].

Many researchers have worked on multiple MPA|
and designed a lot of multiple antennas. A trapezoidal,
shape multi band antenna with SRR is presented to
cover three bands 2.4GHz, 3.5GHz and 5.8 GHz[xix]. Al
multiband MPA, with multiple patches having differenﬂ
shapes and size, is proposed which accommodate three
bands [iii]. Square Split Ring Resonator (SSRR) multj
band MPA is proposed for UMTS/3G 2.1GHz and Wi-
Fi/WLAN 2.4GHz application [viii]. A U-shape MPA‘
with DPS (Defected Parasitic Structure) is used to|
achieve three bands 2.4GHz, 3.6GHz and 5.8GHz
[xxv]. Arectangular patch MPA is designed with an L
shape slot and two I-shape slots to get five bands[xxvi]. |

In this article M-shape multi band MPA is
presented for GPS, WLAN and ISM applications. Thel
M-shape radiating patch is mounted on FR-4 substrate
of relative permittivity €, =4.3 and ground on back sides
of substrate with two PROS (parallel rectangular open‘
slots). DGS is used for impedance matching. The|
proposed MPA has small size and improved return
losses, bandwidth and efficiency comparatively to
other design studied in literature survey.

The proposed design is compared with other
antennas designed on FR-4 substrate in table 1, in term!
of size, gain, return losses and bandwidth of achieve
bands. It is clear from the table that the proposed desig:t

has better return losses, more bands and wide
bandwidth as compare to the other designs.

\ TABLE I
‘ COMPARISON OF PROPOSED ANTENNA WITH
LITERATURE
et Size £ | 3™ ] Gain | Bandwidth
(mm) | (GH) | (3 | @B) | (MHZ)
21 | 2710 29 | 3620
3 33U o4 {2521 30 | 3640
14 |-128 | - 15.17
24 | -1458| - 21.40
14 | 381861 3y | 2060 | - 19.35
46 | -1516 | - 13.43
15 | 2412|142 15560
Proposed 2.4 -15.52 | 1.58 181.13
antenna | 81861 S0 [ 2051 [ 174 | 30080
58 |-1877] 153 | 23815

‘ II. ANTENNA DESIGN

| To design the proposed M-shape antenna the main
radiating patch is etched on top and the ground having
two PROSSs is etched on bottom of FR-4 substrate with

dielectric constant g,=4.3 tangent losses of 0.025 and
the thickness is 1.6mm. The dimensions of ground and

substrate is 43.8x18.6mm’ (LsxWs). Dimensions of
kide arms of “M” are L1xW1, middle arms are (L2

W2) and legs of middle arms are (L3xW2). The M-
shape patch is fed by 50Q micro strip line of dimension
LfxWf. Front view and back view of the proposed
antenna is given in figure 1(a, b) with dimension's

arameters. The prototype of proposed antenna is
shown in Fig. 2.

As shown in Fig. 1 (b) two PROSs are adopted in
‘ground to achieve multiband feature. Because of the
versatile structure of patch the etched PROSs are also
used for impedance matching. The PROSs etched in the
ground has proper dimension. The position and

imension of the PROSs has a great impact on results.
Furthermore the width and angles of M's arms has a
remarkable influence on the antenna operating bands.
11 these parameters are studied and optimized to get
estresults.
| The trial-and-error technique is typical approach
used by many researcher and authors to design antenna.
he maintained method is adopted to design and
optimized the parameters and dimension of the
&)roposed antenna to achieve the desired bands. Firstly,
he PROSs and dimension of the patch elements is
boptimized to get multiple resonating frequencies and
then the angles between the arms of M-shape patch and
LFeed line are adjusted to achieve desired bands. All the
bptimized parameter are listed in Table II. And the
angles are shown in Fig. 3. The two bands,
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1.5 GHz (1.436 GHz -1.586 GHz), and 5.8GHz (5.71? | TABLE II
GHz-5.951 GHz), are obtained by the middle arms OPTIMIZED PARAMETERS
Y-shape patch, 2.4 GHz (2.313 GHz-2.50 GHz) band is Parameter | Valve (mm)| Parameter | Valve (mm)
achieved by the side arms and 5SGHz (4.844 GHz-5.1 50 L 138 I3 36
GHz) band is results of two extra legs of middle arms of| 5 . :
M-shape patch. When the length of M shape and Y L1 21.9 Ws 18.6
shaped radiator increased, the respective bands arel L2 123 Wil 2
shifted toward lower frequencies and similarly when I3 93 W2 175
the length of same radiating patches decreased, the ; -
bands are moved higher frequencies, which is justified L4 23 Wg 186
from Fig. 13. | L5 14.3 WE 2

< Ws — —Wge» Lo6 2.5 Lf 33.35

| | L7 03

‘ III. SIMULATION RESULTS AND ANALYSIS

| The proposed antenna is designed and simulated in

ST microwave studio which is based on Finite
ntegration Technique (FIT). The performance of the
proposed antenna is studied in terms of Return loss,

ﬂmpedance matching bandwidth, and efficiency, gain,
and radiation patterns.

A. Returnloss
| As shown in Fig. 4, the designed MPA have for
bands for return losses < -10dB. 1.5GHz, 2.4GHz,

we b 5.0GHz and 5.8GHz are the resonance frequencies.
| @) ) () R The reflection coefficient are -24.12dB, -15.52dB, -
Fig. 1. Proposed antenna (a) front view (b) back VleW‘ FO' 51dB and-18.77dB respectively

Substrate  Feed line

1 2 3 4 5 6 7
Truncated Ground .
Fig. 4. Return losses of proposed antenna

Fig. 2. Prototype of proposed antenna ‘B AR

| The voltage standing wave ratio (VSWR) describe
Fmpedance matching of transmission line. VSWR
graph of the proposed antenna is shown in Fig. 5, the
value of VSWR< 2 for all the resonance frequencies.
NSWR is 1.1 for 1.5GHz, 1.3 for 2.4GHz, 1.2 for both
5.0GHzand 5.8GHz.

patch
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Fig. 5. VSWR of proposed antenna ‘ | Sy 5o
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. L ) 150 N = 150
The characteristic parameters, frequencies, return| \ 180

losses, directivity, bandwidth, and efficiency of the‘
proposed multiband MPA are given in Table I1I.
|

TABLE III
CHARACTERISTIC PARAMETERS OF PROPOSED |
ANTENNA
Frequenc Retym i i
q Y 1osses Directivity Bandwidth| Efficiency
(GHz) (dB) (MHz) (%)
e E-plane
1.5 2412 | 2.205 155.60 65.15 === H-plane
2.4 15.52| 2.667 181.13 77.63
5.0 20.51 3.891 300.80 60.89
5.8 18.77| 4.059 238.15 55.86
IV. GAIN PLOTS ‘ | =
Gain plots for all four bands of proposed antenna | (c)
are given in Fig. 6(a-d). It is depicted in Fig. 6 (a) and
(b) that the suggested MPA behaves like a dipole f01J
1.5GHz and 2.4GHz and (c) and (d) show that antenna| SN '30
is vertically polarized for 5.0GHz and 5.8 GHz. | B \, 7
0 ‘ 60
30 | A
‘ X " ) )
N WA S y 00 e E-plane
‘\‘3 . e ‘ "\ 0.5 1 === H-plane
X xS
4 | “
s 3 — E-plane BE 9
o : 4o 120
90 » ";\'\,_49::_30‘_20 _’ " 920 (__. H-plane e
v :;', | | o
! 7 180
120 4 /120 | | @
150 | | Fig. 6. Gain polar plots of proposed antenna (a) 1.5
180 \ \ GHz (b) 2.4GHz (¢) 5.0 GHz (d) 5.8 Ghz
@ | | V. SURFACE CURRENT DISTRIBUTION

| | The current distribution of proposed antenna is
| showninFig. 7(a-d). At 1.5GHz current s distributed at
middle arms and feed line. At 2.4 GHz current is dense
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at bottom of feed line, side arms and middle arms. A

5.0 GHz surface current is dense at extreme bottom off
feed line. At 5.8 GHz current is dens at bottom of feed
line and extra legs of middle arms. |

dB(1 mA/m)

104
99.1
94.6
90.1
85.6
81.1
76.6
72.1
67.6
63.1
58.6
54.1

dB(1 mA/m)

104
99.1
94.6
90.1
85.6
81.1
76.6
72.1
67.6
63.1
58.6
54.1

(d)

Fig. 7. Current distribution of proposed antenna (a)
1.5 GHz (b) 2.4 GHz (¢) 5.0 GHz (d) 5.8 GHz

|
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94.6 |
90.1 \
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Output Gain
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@
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(b) 2.4 GHz (c) 5.0 GHz (d) 5.8 Ghz

|Fig. 8. 3D gain plots of proposed antenna (a) 1.5 GHz

V1. FABRICATION AND MEASURED RESULTS

The proposed antenna is fabricated and results are

Imeasured with the help of network analyzer. Female

SMA Connector is used to feed the fabricated antenna.
The prototype of fabricated antenna is shown in Fig. 9

|and the measured results are given in Fig. 10. VSWR is

depicted in Fig. 11. The measured results show that
three operating bands have return losses<-10. The

|operating bands are 1.42GHz, 5.15GHz and 6.16GHz

with return losses of -22.98dB, -27.17dB and -37.72dB
respectively. At 1.42GHz VSWRis 1.12,at 5.15GHz is

1.09andat6.161s 1.03.

(a) (b)
Fig. 9. Fabricated prototype of proposed antenna
(a) front view (b) back view
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Fig. 11. VSWR of fabricated antenna \

VII. COMPARISON OF SIMULATED AND |
MEASURED RESULTS ‘

The simulated and measured are compared in ter
of return losses and VSWR are compared and shown in
Fig. 12 and 13 respectively. The measured results
shows that the resonance frequencies are slightly‘
shifted toward higher frequencies from simulated
results. However the measured results have good return|
losses, wider bandwidth and VSWR values tha
simulated results. The compared results are tabulated in
TableIV. |

Return loss/dB

= S11 simulated ‘

——S11 Measured

1 2 3 4 5 6
Frequency/GHz |

Fig. 12. Simulated and measured results

|12 — Simulated
| 10 Measured
g 8
> 6
o
|2
| o
1 2 3 4 5 6 7
‘ Frequency/GHz
‘Fig. 13. Simulated and measured VSWR of proposed
antenna

0 1 2 3 4 5 6 7
| Frequency/GHz

| Fig. 14. Simulated return loss of proposed antenna
for different values of radiator

| TABLE IV
COMPRESSION OF SIMULATED AND MEASURED
| RESULTS OF PROPOSED ANTENNA

Freq. | Return loss Bandwidth
Results | Ghy (dB) VSWR | (VHz)
1.5 -24.12 1.1 155.60
2.4 -15.52 1.3 181.13
Simulated
5.0 -20.51 1.2 300.80
5.8 -18.77 1.2 238.15
1.42 -22.98 1.12 180.98
2.5 -8.650 1.09 170.63
Measured
5.15 -27.17 1.67 324.86
6.16 -37.72 1.03 260.51

| VIII. CONCLUSION

| In this article an M-shape multiband micro-strip
Patch antenna is presented. The antenna consists of M-
shape main radiating patch, defected ground having
two PROSs and single micro-strip feed line. To
examine the performance in term of return losses, gain,
efficiency, and radiation pattern; the proposed antenna
fis simulated in CST and fabricated as well. The
simulated results show that the antenna resonates at
four bands (1.436 GHz -1.586 GHz), (2.313 GHz-2.50
GHz), (4.844 GHz -5.150 GHz) and (5.714 GHz-5.951
‘GHZ) with central frequencies 1.5GHz, 2.4GHz,
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measured results have good resemblance with a slight
shift at higher frequency bands. Both the simulated and
measured results show that proposed antenna has good
return losses, peak gain of 1.57 and stable radiation
pattern. The proposed antenna finds application in

GPS,

WLAN and ISM for wireless communication

systems. ‘
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Abstract-In cooperative networks, the interference‘
reduction techniques depend upon coordination among
cells by setting up relays between multiple inputs
multiple output (MIMO) configurations. The energy
efficient technique, cooperative MIMO (C-MIMO) is
employed in this paper. The bit inter-leaved code

modulation (BICM) and bit inter-leaved coded
modulation with iterative decoding (BICM-ID) code|
are used to get the better performance of the system.
The % coding rate is used over both fading and additive‘
white Gaussian noise (AWGN) channels. The
simulation outcomes show that the cooperative
communication scheme outstrips the single inpu
single output (SISO) technique for BICM and BICM+
ID. The bit error rate (BER) of the system is examined
under various statistical distributions like Nakagami-‘
m, Rician-k and Rayleigh. ‘

Keywords-SISO, MIMO, BICM, BICM—ID,‘
Cooperative MIMO Network ‘

The wireless technology has survived as any
essential telecommunication mean after its origination
in the late 19th century. With the remarkable innovation|
of cellular phone, this technology has outnumbered the
wired technologies in telecommunication field.
Telecommunication industry is at the epoch of a newl
revolution where, high-speed digital signal processing‘
(DSP) being applied to replace most of the analog
circuitry used to modulate and demodulate the radio
waves [i]. After this excogitation, many distinct,
prosperous and adaptive solutions appeared that have
improved the efficiency of wireless communication|
channels by coordinated multipoint (CoMP)
transmission. The co-operative communication is‘
exploited to encounter the multi-path fading by co-

[. INTRODUCTION

‘system. The major requirement for wireless networks is
to improve the performance of cell edge and provide
the multiple streams to edge users [ii]. The transmission
Eeliability and network capacity can significantly be
improved by the co-operative networking. Most of the
current work is restricted to simple 3-node relay design
and single antenna system. These limitations can be
undone by optimal power allocation structure in MIMO
cooperative networks (MIMO-CN) [iii - iv]. The
primary prerequisites to apply OFDMA networks
involve scheduling, spatial filtering and power control
[v]. To meet future requirement and reducing past
issues, different techniques are used to develop the
wireless system such as diversity technique [vi] and to
resolve the energy problems in wireless
communication systems, the cooperative networks are
Proposed by many research groups. In MIMO
cooperation, many users are associated to form virtual
lcommunication antenna array. Multi-hop cooperative
‘MIMO network form a co-operation that uses
intermediate node to forward the information from
lsender to receiver [vii].

The bit inter-leaved coded modulation is a
‘combination of bit inter-leaver, channel encoder, and
multilevel modulator [viii]. A turbo decoding process is
supplemented by offering a feedback loop to the
decoder/ demapper in order to increase the
performance of this technique. This amended
technique is called bit-interleaved coded modulation

ith iterative decoding [ix]. This approach improves
he time diversity of coded modulation, which provides
bandwidth-efficiency for fading channels. The
‘decoding performance of BICM can be enhanced as a
esult of iterative decoding (ID). The BICM with
iterative decoding (BICM-ID) takes advantages of
iterative information exchanges between the channel
decoder and provides excellent performances over both
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by applying doping techniques on BICM [xi]. The
system performance can also be significantly enhanced
due to code diversity. The path loss based on the co-
operative MIMO network can be reduced b
employing the conventional convolution based codes
and bit interleaved coded modulation with iterativel
decoding (BICM-ID) [xii]. It will considerably,
improve the reliability and spectral efficiency otl
MIMO systems [xiii]. |
The Multiple Input Multiple Output (MIMO)‘
technology is widely used for different wireless access
networks primarily for wireless fidelity (WiFi), long
term evolution (LTE) and worldwide interoperability,
for microwave access (WiMax) [xiv]. MIMO system
using spatial multiplexing are increasing the number off
b/s/Hz of allocated bandwidth, enhancing the‘
performance through space-time coding and formation
of beam forming. The performance analysis of BICM|
and BICM-ID based co-operative communication
MIMO network is considered over Rician-K and‘
Nakagami-m multipath fading environment [xv]. The
MIMO techniques involve the large power utilizations
and complex signal processing. Moreover, it is hard to
achieve the real time carrying out of multiple antennas
ata small relay node. To resolve these issues, a solution
appears in the form of the cooperative MIMO (C-‘
MIMO) [ii]. C-MIMO is a based on multiple inputs anq
outputs system through the cooperation of multiple
relays nodes with better energy utilization. However,
the scope of this paper is aimed to introduce the BICM-‘
ID in MIMO cooperative system. The purpose is to
increase the spectral efficiency and reliability of thel
system. |

II. SYSTEM MODEL |

The system model mainly comprises of a source
terminal, a destination terminal and multiple relay\
nodes. All terminals are equipped with multiple
antennas. The relays are operating in AF mode and
MRC signal combining technique is used at thel
destination terminal. |

A.  Transmission Protocol |

A MIMO system normally uses 'm' numbers of;
transmitting and 'n' receiving antennas. Every antenna
receives only the direct path signal during the
transmission over the same channel, but also the‘
indirect path signal from the other antennas. The
channel assumed to be narrowband. The direct path|
from antenna given by h,,, while the indirect path from‘

antenna given by h,,. The transmission matrix H
obtained with the dimension's n x m. |

\
Y=HX+N

Where, = |, hzz] @)
x =] G)
V=] @
=l Rl + 0o ®
|

‘ BICM-ID Receiver at
Destination

BICM Transmitter at
Source

Fig. 1. Schematic diagram of C-MIMO Network

In the wireless channel model » numbers of relays
nodes are used for cooperation. The transmission
rotocol used here is two time slot TDMA [v]. In this
transmission protocol, the source transmitted signal x,,
b, and x,in the first time slot to the relay stations R, and
ﬁl respectively. The relay nodes firstly amplified the
propagating signal and then forwarded it to the
destination terminal. The incoming signals at the relay
ngven by:

‘Ysr(i,j) = hsr(i ) EsraipSi + Nsr(ij)
Where,

‘i denotes therelay i=

[1,2,3,...,Nandj denotes the relays’s antenna j =
1,2.3,....N.

" time slot 1, the source S propagates the unit
signal S(?) to destination terminal D and to the relays R
(i=1,2,....,N). The scheme used by relays is first
‘amplify the signal and then forward (AF) it to the
destination. The best relay will be chosen on the basis
ofhighest SNR for the received signal.

(6)
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Ysri, = hSRuV E5R1151 + Nsg,, (7 - ‘ysr = Vriry: ||;I||2 (17)
| \ !
Ysryy = hsryp/ EsrypS1 + Nswy, 8) \ The signal y, received at destination from relay 1
‘ ‘in time slot 2 is expressed as:
= heg/Esy Sy + 10 9
Vsd sd sro2 sd ( ) \/E_rl-hsro-hsrl\/?rls \/E_rl»hsn-nrl
| Ya = T >— TN (13)
ySR21 T hSRzl\/ ESR2153 + nSR21 (10) ‘ ‘ JEsrluhsrl“ +1 JEsrlllhsrlu +1
Path Loss Model
YsRys = Nspyp/EsrypS3 + sy, (1D |

Where: |
h, = Channel co-efficient between source's' and rela}A
'rattimeslot 1
E = Transmitted energy per bit
S, = M-PSK modulated signal-1 |
S,= M-PSK modulated signal-2 |
n,,, = Gaussian distribution with power spectral density|
of ‘N’

At time slot 2, it normalizes and retransmits the

received signal to the destination node. The collected
signal is elaborated as: |

Vri1a = hsru\/—m}’srnn + M1 (12) |
Yri2a = Msr12y/ Esr12Ysri2n + M1z (13) |
Yra1a = hsr21y/ Esr21Ysr21n + 21 (14) |
Vr22d = Msr2ay Esr22Ysrazn + N2z (15) |

The signal is combined at receiver by usingJ
maximum ratio by combing (MRC) cooperative|
diversity.

Where,

Yure = (Esalhsal?) +

n,=AWGN added at destination
A=Amplification factor |

ErEsri1

lhsra1l®lhrasal®

Esr11llhsraall?++1
EyEsri2

‘Esr11+lhsr11]?+1 +
|hsra21®1hras2l?

Esrizlhsriz|?+1
ErEsra1

Esr1z+lhsriz|?+1
|hsr21%1hraza|?

Esrz1lhsr21|?41 " Espa1 +lhsraq 241
ErEsrzz |hsra2]®Ihrazz|?
(16)

Esrazlhsraz|?+1 " Esrap+lhsrao]?+1
In this protocol source S propagates signal S(7) to
destination terminal D and relays R at the same time,
which is graphically represented in Fig. 2:

Time Slot 1 Time Slot 2
S2R R2D
S2D

@ "\
m cp =

Fig. 2. Conceptual diagram of two-time slot TDMA |
based protocol.

The main objective is to implement the path loss in
the MIMO co-operative networks to show the novelty

of the research work. Consider the projection of R,as a
straight line from the source to destination. The entire
ldistance between source terminal T, and destination
terminal 7, is normalized to unity (d=17). The
‘perpendicular distance between 7, and R, is d/4 and the
distance between 7, and projection of R, on the
Hlorizontal line is d,. The exact distances from 7,and 7,

to the R, denoted by d,, and d,,respectively and given
‘by Pythagorean theorem as:

d, = fdlz + (0.25)2 (19)
di; = /(1 —dy)? + (0.25)2 (20)

Similarly symmetry is applicable while computing
the exact distance from 7}and 7, to R,.

The faded Signal attenuated by a factor d,, ™" and

u, , " for the first and second time slot influenced by the
path loss effect, respectively. The factor of the
transmission medium is denoted by the empirical
constant p also known as path loss exponent. It
explained the limits for various types of signal
Fropagation depending upon the radio environment.
n=2 (Empirical constant for free space).

ju=3 (Empirical constant for urban areas).

‘u=5 (Empirical constant for outdoor propagation).

‘ < Relay 1
=

\
3

il

| Fig. 3. Path loss Model in MIMO Co-operative
‘ Network

\/
(1]
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distribution of the link to the relay R, are to bel
considered as independent and identical distribute
(i.i.d) for Nakagami-m and Rician—K fading channels.

The mean channel power is given by E{|hf|} = ; over‘

the path loss model ;¢ dx . |
Therefore, the performance analysis under path
loss effect is considered. Multiple signals which are
sent and got naturally mixed in the wireless channel an
therefore exploited the multipath phenomena of the
wireless channel. Amplification factor (f/) at the relay!
given below: |

Bi= |— @1 |
] Ql'jEl +.02]'E2+N0 ‘

Where, E,;j=Average transmitted symbol energy at R, ‘
E{| h¥; [}=q i (Mean channel power) |

Qyjq dyy (Path loss model)
The amplification factor () is used in input)
output equation model. |
\

III. SIMULATION RESULTS & DISCUSSIONS |

The BICM, and BICM-ID based co-operative,
MIMO network over Rician-K fading channels are
simulated under Monte Carlo technique. Thée
magnitude of channel coefficients follows K=5, and 10
distributions for uniform phase distribution. Whereas,
intermediate nodes (relays) are operating in amplify-
and-forward (AF) mode with pre-defined gain value.
From figure 4.5, it can be inferred that the cooperative
MIMO has better energy conservation ability than|
SISO transmission. The simulation is taken for code‘

rater=1/2.
\
A. BitError Rate
The C-MIMO compared with SISO system by‘
using code rate 1/2. The code word length kept fixed|
and the number of decoder iteration is taken as 5. The
bit error rate (BER) analysis is taken as performance‘
factor in this paper. 8-PSK modulation with AWGN i
used over Nakagami-m and Rician-K fading
environment for the simulation. The cooperative
MIMO gave the low bit error rate at the low value SNR
by using 8-PSK, The analysis from Fig. 4 to figure 5.
and in Fig. 6 to figure 7 gives lower BER value at lower
value of SNR. This analysis shows the system is power
efficient system. ‘

For the both terminals 7, 7, and the fading

[-="="Nakagammi, _,H
SISO
O Mivo

H : H Y
3 i i i L
0 1 2

3 ; 6

SNR (dB)

| Fig. 4. Performance Comparison of BICM based
cooperative MIMO network and SISO over

Nakagammi-m channel

!
: SISO
1 o mmvo

‘ I - = - Rician, _

SNR (dB)

Fig. 5. Performance Comparison of BICM based

|
| cooperative MIMO network and SISO over Rician-k

| channels.
|  InFig.4andFig. 5, the comparison of BICM based
cooperative MIMO network and SISO system over
Nakagammi—m and Rician-k fading channels are
analyzed. It can be inferred from the Figures that
ﬁerformance of the system varies by changing the
ifferent fading environments. The Nakagami-m
fading channel gives the best BER as compare to the
Rician-K and Rayleigh Channel. In the start at the 0 dB
values are almost same but when we increase the SNR
we got better result. In channel wise Nakagami-m
fading channel is best among the others, and
cooperative MIMO network give better performance as
Fompared to the SISO.
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" SNR(B) 4

Fig. 6. Performance Comparison of BICM and |
BICM-ID based cooperative MIMO network over
Nakagammi-m channels.

0 05 1 15 2 2.5 3 35 4 45 5‘
SNR (dB)

Fig. 7. Performance Comparison of BICM and |

BICM-ID based cooperative MIMO network over |
Rician-k channels.

|

In Fig. 6 and Fig. 7, the performance analysis of
BICM and BICM-ID based multiple relay co—operative‘
MIMO network analyzed. The asymptotic bit error rate|
(BER) bounds of the system using the 8-PSK SP
mapped modulations over Nakagami-m, Rician-K and‘
Rayleigh channels are obtained. |

Vol. 22 No. 4-2017

4 = Nakagami,_;(d=0.5,d -0.5)
| Nakagami,_ (07025 -0.25)
—@— Nakagami,_, (d=0.75,d -0.25)
| = B = Nakagami, _;(d~0.25.d,0.75) | : : : :
107 I 1 1 1 1 1 L
0 1 2 3 4 5 6 7 8
‘ SNR (dB)

| Fig. 8. Performance comparison of BICM based
cooperative MIMO network over Nakagammi-k
| channels.

= # = Riciani_ (470.5,,-0.5)

= % = Riciani,_,(d,70.25,d,-0.25)
= @ = Riciani,_,(d,70.75,d 0.25)

W = Riciani, _ (d=0.25,d -0.75)

‘ SNR (dB)

| Fig. 9. Performance Comparison of BICM
based cooperative MIMO network over Riciani-m

| channels.

| In the analysis of channels with path loss, the
proposed relay exactly lied between the source and the
‘destination mean values of the d, and d, is equal to the
0.5. There are two major ways for placement of relay
lstations either permanent or any node start working as
Felay to connect the other portions of network in case of
failure of any node. The requirement in such condition
lis to minimize the number of relay nodes to be
deployed.
| The proposed relays are moveable and several
results are obtained by changing the location of the
elays. However, the best result is observed at the center
of the source and destination.
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\
***** -

This data exchange step carried out during an
additional slot exchange to transmit signals from relay|
to the destination under low power condition. The
relays carrying highest SNR are involved in data
exchange to reduce the propagation errors. Moreover,|
distributed transmit beam forming studied to maximize
the ratio of coherently combined received signals. The
proposed technique has improved outage behavior an
data rate than traditional methods at the relay optimal
location and for low SNR conditions.

The simulation results have shown that the|
cooperative communication system outperforms SISO
transmission when we applied error correction codes.
By BER analysis of the cooperative MIMO syste
over different fading environment can be deduced that
the cooperative communication system proves to be
more energy efficient than SISO transmission system.
It offers better BER value at the lower value of SNR.
Therefore, the range, reliability and data rate can be
increased with a very low transmit power and withou
increasing the number of antennas both at mobile user
end and base station. A low cost and less complex
system is achieved by this technique. Moreover, it is‘
also concluded that the cooperative MIMO with
BICM-ID is an optimal method for high quality signal|
reception. |
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Abstract-Tidal current energy is one of the most
attractive renewable energy concepts due to its
significant global potential and resources that are
spread across the globe. Most of the countries have
access to tidal energy resources available within theiq
geographic boundaries. The tidal energy resource is
predictable unlike some of the other renewable energy!
resources and hence is attracting significant researc

focus. Substantial research growth has taken place in
the tidal energy technology over the past decade. This
paper provides a review of the research progress
leading to the development of tidal energy technology
and explains the concepts and terminologies related tol
the subject area to provide a ready reference to the
researchers. This work identifies new dimensions o
the reviewed literature and also provides direction forf
future research with focus on areas, such as:
performance prediction, structural loads, wake and
tidal turbine arrays. |

Keywords-Tidal Current Turbine, Marine Renewable
Energy, Performance Predication of Tidal Turbines,
Structural Loads in Tidal Turbines, Tidal Turbine
Wake, Tidal Turbine Arrays.

|
\
1. INTRODUCTION |
|

The society is faced with the issue of energy crisis
and climate change and these two are susceptible to
each other as the traditional fossil fuel energy
production affects the climate while the later affects
renewable energy like wind [i] and solar. The global
energy consumption was 546 EJ in 2010 and is
expected to grow by at least 27 percent till 2050 [ii].
The ever growing energy demand and the risks of
carbon emissions associated with the traditional
methods of burning fossil fuels are stressing the need
for exploring alternate energy sources. |

Renewable Energy Technologies are quickly
maturing and in 2012 more than half of the new
addition to global electrical power generation came‘
from the renewable energy sector [iii]. The hydro, wind
and solar energy sectors are witnessing a substantial
growth. New concepts of Renewable Energy are also

—

lcoming into the picture and extensive academic and
industrial research is being conducted for the
development of related technologies. It is expected that
[Renewable Energy will be able to replace fossil fuels in
the near future. Tidal current energy is one such concept
Rhat is attracting a lot of interest from the developers
land researchers all over the world. It is a form of
hydrokinetic energy extracted from the water flow in
Rhe tidal channels. Such flow takes place due to the
rrelative motion of the gravitational fields of the moon,
sun and earth [iv] as depicted in Fig. 1.

Low Tide

Sun’s
gravitional pull

\

‘ High Tide

| \
|

|

\
\\ N
\

gravitional pull

|
|
\
| Fig. 1. Relative motion of the gravitational fields of
the moon, sun and earth [v].
|
Normally the velocity of flow in tidal channels is
{very slow but in areas constrained with in the head
lands and sea bed topography, narrow passages like
creeks and estuaries, the currents are accelerated to
ﬁligher velocities. Tidal current flow with velocities of
[1.5-2 m/s are generally considered suitable for
economic power production [vi, vii]. Efforts are being
ade to estimate the global tidal energy potential and
several estimates are available in the current literature.
One such estimate sets the value of global tidal energy
potential to be in the range of 100-17500 TWh/yr [viii].
Other estimates show the figures of 8800 TWh/yr [ix]
and 500-1000 TWh/yr [x]. Although these estimates
lare quite different from each other however, the
otential can be safely assumed to be significantly
greater than 100 TWh/yr [iv].
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~ Tidal current turbine systems are Een&all?ff
classified as shown in Fig. 2. Some of the relative
advantages and disadvantages of the horizontal axis
tidal current turbines (TCT) are as in table 1.The tidal
current energy has successfully advanced beyond the,
initial testing phase. Fig. 3 shows the technology
readiness level (TRL) of tidal current energy. The full
scale array demonstration projects are expected to be‘
installed in2016-17 [viii].

The initial research phase was focused on the
resource characterization and site level resource
assessments [xi-xxi] and development of prototypes or
scaled models [xxii-xxxi]. As a result, forty new|
devices were introduced from 2006-2013 [vi] and the‘
knowledge base of the technology was extended. The
research focus then shifted to the development off
commercial prototypes for real sea testing [iv, viii,
xxxii]. Comprehensive information about the

|

— Straight Axis |

— Horizontal Axis — |

— Inclined Axis

— Cross Flow

— SC-Darrieus

— H-Darrieus ‘

Tidal Current Turbines
|

— Vertical Axis ] Darrieus (Curve Blade) |

— Gorlov

L Savonius

Fig. 2. Classification of Tidal Current Turbine |
Systems.

facilities for conducting real sea tests are available in
[xxxiii]. These testing facilities are well established|
and the devices are now being tested in real sea
conditions [xxxiv]. The results of most of these tests are
encouraging with some exceptions. Some of the
devices are successfully transmitting power to the grid
as well [xxxv, xxxvi]. |

TABLE I

RELATIVE ADVANTAGES AND DISADVANTAGES OF |
TCT |
Type Advantages Disadvantages
v'Rich knowledge base xComplicated design‘
v/Self-starting xComplicated blade |

v'Speed control manufacturing
v'Annular ring duct xUnder water ‘

augmentation placement of
Horizontal v'Large Capacity designs moisture sensitive ‘
Axis TCT v'Better Efficiency parts

__ Y'Resistance to cavitation

_ xUnder water___ —+ =

~ placement of power

| supply cable
v'Simple design xLower efficiency
| v'Simple blade xPoor self-starting
manufacturing xRequire additional

v'Moisture sensitive parts
can be placed above
water surface

v'Floating structures and

‘ ducts installation

| v'Skewed flow

| This paper provides a review of the main research
work that resulted in the current developments in the
tidal energy technology. The review of the research
progress will provide the direction for future research
and identify new dimensions of the reviewed literature.
[mportant concepts related to the subject have been
explained to provide a reference to the researchers in
Lthis area. The paper is organized into five sections with
section II giving the brief

starting mechanism
x(Cavitation

kfertical

[Axis TCT

Full commercial application, technology
available for consumer

First of kind commercial system.
Manufacturing issues solved

TRLS

Demonstration system operating in

TRL7 | operational environment at pre- Tidal Energy
commercial scale.
TRL 6 Protlotype system tested in intended
environment
Wave Energy
i OTEC and
Large scale prototype
TRLS Large scale prototype tested in intended

environment Salinity Gradient

Small scale prototype built and tested in

(R a laboratory environment

Applied research. First laboratory test

(B completed. proof of concept

Technology formulation. Concept and
application have been formulated

Basic research. Principals postulated
and observed but no experimental proof
available

‘ Fig. 3. TRL of ocean energy technologies [xxxvii]

Pistorical background. Section III gives the
performance prediction of the tidal current turbines
ffollowed by their structural load review in section IV.
Section V gives wake of marine current turbine with the
eview of research carried out when the turbines are
larranged in arrays in section VI. Finally the future
fesearch possibilities are given in section VII with
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concluding remarks in section VIII.

History reveals that the tide/water mills existed in
the 7th century. Al-Muqadassi, a famous Arab
geographer, described the tide mills operating in Iraq‘
(Basra) in the 10th century [xxxviii]. Ocean energy,|
particularly the tidal energy, for the production of
electricity was first suggested by Romanoski in 1950‘
[xxxix]. However, literature pertinent to the concept of]
energy from the ocean currents exist well before him.
Generation of electricity from the Ocean currents is
being investigated for the last forty years [x1]. The firsg
major tidal barrage for the extraction of tidal energy,
was the La Rance tidal power station established in
France on November 26, 1966 [xli]. Although
functional tidal power station was available at the
Boston Harbor in Massachusetts, USA in the latter part
of the 19" century, while another was operating iq
Husum, Germany that was dismantled in 1914 and
another in China in 1958 [xxxviii]. The interest inl
research on generation of tidal electrical energy was
also affected by the availability of fuel as the 1973 oil
crisis provided the basis for increased interest in the
Renewable Energy While on the other hand, the fallin
oil prices in 1980s caused a decline in the official
support for developing Renewable Energy. In the mid-
1990s, once again interest in the large scale deploymenﬁ
of Renewable Energy increased due to the perceived
threat of global warming highlighted by the Koyoto
Process [iv]. The world's first, 10 kW scaled model,
tidal current turbine was tested on Loch Linnhe, a‘
Scottish sea-loch, during 1994-95 by IT power UK [xl]
In 1998, the company initiated the world's first tidal
current energy system called Seaflow. This 300 k
tidal turbine was installed in North Devon in Ma
2003[xlii]. Based on the concept of SeaFlow, Marine
Current Turbine (MCT) installed a twin rotor steel
mono pile mounted 1.2 MW commercial proto type
turbine called SeaGen in July 2008[xI] that is still
successfully providing power to the grid. The
installation and successful operation of Seaflow i
open sea proved to be the turning point for the present
day development of tidal current technology. |

II. HISTORICAL BACKGROUND

III. PERFORMANCE PREDICTION OF TIDAL |
CURRENT TURBINES \

The design and performance prediction of Tidal‘
Current Turbines (TCT) remained the focus of research
during the initial research phase of its development.
This research resulted in the development o#
performance prediction methods that enabled the|
description of physical and operational performance of
the tidal turbines. The development of such methods
helped a lot in the design, optimization and
performance evaluation. The base for the research was

I 7 “brovided by wind turbines. Batten et.al [xxii]

developed a numerical model for the performance
rediction of a TCT and span wise distribution of blade
loads. Their model was based upon the well-known
Blade Element Momentum (BEM) theory. BEM is
based upon the combination of General Momentum
and Blade Element theory [xliii]. The momentum
theory is used for the calculation of axial and tangential
induction factors while taking into account the tip
losses. The Blade element theory divides the blade into
anumber of sections to calculate the torque and drag at
each section. The integration of these sectional drag
and torque gives the values of total blade torque and
drag. This numerical model was successfully validated
through experimental test in a cavitation tunnel and
towing tank [xliv]. The experimental work suggested
that the developed tool can provide satisfactory
‘accuracy for design exercises and parametric studies.
In BEM method the blade is discretized as shown in
Fig. 4a. The blade parameters at different stations at a
&adius, r, are evaluated. Fig. 4b shows a single blade
element taken from the blade at a radius, r. The blade
Eroperties determined at each blade section along the
lade length are averaged. Every blade element
experiences fluid forces as shown in Fig. 4c.

Fig. 4. [a]: Schematic diagram of the discretization
of the rotor; [b]: cross-section of the blade; [c]:

|
\
| resolution of the lift and drag forces [x1v].
\
|
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estimation of a dual rotor contra rotating turbine using
computational fluid dynamics (CFD). CFD derives its
basics from the fact that the physics of any fluid flow is
described by three fundamental principles. These,
principals are the conservation of mass, momentum
and energy. These fundamental principles, in their most
general from, are expressed either in the form of
integral or partial differential equations. CFD is the art
for converting these integral or partial differential
equations, governing the fluid flow, into its discretize

algebraic form that can be solved numerically [xlvii].
These flow governing equations are called Navier
Stokes equation. CFD utilizes various numerical
schemes for the solution of Navier Stokes Equation to
provide detail information of the fluid flow. The]
information about the fluid flow is translated into‘
performance parameters of the TCT in different flow
condition. The performance data includes thrust, torque]
and power estimates. CFD model maps the pressure
distribution on the blade surface that enables the‘
prediction of cavitation. The numerical model in [x1vi]
was based upon the Incompressible Steady State
Navier Stokes Equation. They used a computational
CFD software package. The results of the study were
not supported and validated through experimental
work. Chul hee Jo et.al [xlviii, xlix] also used thel
Navier Stokes Equation model for the performance
predication of an experimental model turbine. They
used a finite volume solver of the commercial CFDI
software package ANSYS CFX. They predicted the
optimum tip speed ratio and power co-efficient for their
turbine in different flow velocities. The comparison
between the numerical and experimental results has noH
been provided in the article. Patrick Mark Singh and
Young-Do Choi [I] worked on the development of al
hydrofoil and blade design having small chord lengths
for the actual current data at the south-western region ofl
Korea. They developed a new hydrofoil for working in|
rough conditions and studied the performance of rotors
based on three different blade designs using CFD. The‘
optimum TSR and power co-efficient was worked out,|
In order to compare the structural integrity of these
blades against static loads, fluid structure Interaction‘
(FSI) analysis were also carried out. For FSI analysis,|
the pressure mapped on the blade surface for
performance analysis was coupled with a structural
analysis system to perform the structural analysis,,
Chul-hee Jo et. al [li] conducted the performance
analysis through FSI modeling of a tidal current turbind
with pre-deformed blade. A pre-deformed blade is‘
made with a built-in bend towards the current before
the application of hydrodynamic loads. Once the flow!
exerts pressure, the blade regains it's unbend shape due
to deformation. As such the deformation that was
supposed to produce a power loss will be negated tol
create any power loss. The study compared the
performance of two turbines having the same

deformed blades. The power loss due to deformation of
the blades was consequently estimated. The study used
CFD analysis to model the fluid flow on the turbine
blades and FSI analysis were performed to calculate the
deformation of the blades.
The literature review presented above points out
ifferent approaches for the prediction of TCT
performance. These approaches are not competing
approaches but in fact they all have their own role in the
T‘research and development of TCT. The BEM approach
is used in the preliminary design stage for the design
land optimization of the hydrodynamic parameters of
the TCT blade. The CFD approach is used later in the
design stage for more detailed analysis and to reduce
the load of experimental work. The experimental
[model is prepared after the implementation of first two
approaches to get an optimized design for the
preparation of a lab scale model. All these approaches
Pave their own advantages and limitations. The BEM
approach is quite easy to use and its computational cost
fis very low. But its limitations are that it cannot account
for chord wise loading, variation in free stream flow
and influence of rotor on the surrounding flow
ete.[xliii, xIv]. Although, the addition of correction
factors accounting for three-dimensional (3D) effects
such as tip loss, rotational flow and dynamic stall to the
riginally proposed BEM method have improved the
EM predictions [lii, liii]. The 3D inviscid methods
like lifting line, panel and vortex lattice methods
[liv-1vi] can model the physics of the turbine
%ydrodynamics in more details as compared to the
BEM method. But these models do not account for the
viscous effects that are essential for the accurate
prediction of turbine performance. In CFD simulations
imodels the fluid flows using the first principal or laws
‘of conservation and therefor, captures the viscous
effects. CFD modeling accounts for the limitation of
BEM and inviscid models but it is computationally
expensive and have issues with turbulence modeling.
LThe experimental approach have the scaling issues as
well as the increased revolutions per minute of the
scaled model produces swirl and pressure gradient that
Lis not available in the real condition [1vii]. The research
work conducted, related to performance, so far is
invaluable and making ways for the future research.
The coupling of the BEM and CFD numerical approach
is currently being investigated for predicting the array
Ferformance [x1v, Iviii].

| IV. STRUCTURAL LOADS ON TIDAL
| CURRENT TURBINE

‘ The wind and ocean current turbines have much in
common but there are certain key differences. One of
the differences is in the amount of structural loads and
he sources as well as behavior of certain loads. Water

eing a denser fluid exerts more pressure on the turbine
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as compared to wind. As for as wind turbines arget
concerned, it is quite clear that TCT's will be subjected
to a complex load regime. It is important to consider the
effects of structural loads faced by various components
of a TCT to ensure its reliable and safe design and|
operation. The most critical part of TCT subjected to
structural loads is the turbine blade. Optimized design‘
of blades is of utmost importance as its failures has
been witnessed in some of the prototype test of TCT
[Ix]. Rotor of a TCT converts the kinetic energy of the
flow into mechanical work governed by law Oﬁ
conservation of momentum. The exchange o
momentum mainly takes place in the flow direction|
Whereas, the power is produced in the rotor plane‘
perpendicular to the stream direction. Lift and drag
forces are caused by the fluid flow passing the turbind
blade as shown in Fig. 5.The drag force is parallel,
whereas the lift force is perpendicular to the resultant o
relative flow velocity. The drag and lift force can bel
resolved into the axial force or thrust and tangentiaH
force or torque [1xi].

For a Horizontal Axis TCT, operating
perpendicular to the flow, the thrust force acts in the
direction of flow and induce bending movements. The‘
torque acts around the rotor shaft and causes rotation|
The possibility of failure due to constant thrust loads
imposed by the flow can be easily eliminated, i
properly accounted for in the design. Cyclic and
stochastic loads caused by turbulence are

Rotation

. |

Fig. 5. Lift and Drag forces on TCT rotor [lix]

expected to cause most of the structural failure
mainly due to fatigue. Turbulence, wave curren
interaction and some other situation specific‘
phenomena like tower wake interaction or wake

interaction with upstream turbines along with rotation
of the turbine blades, randomness of ocean current,
variation of current velocity with depths also called

elocity shear are the sources of repeated cyclic loads
on the TCT [Ixii].

Numerous studies have been conducted during the
last decade for static and dynamic analysis of TCT.
‘Gunj it Bir et.al [Ix] of the National Renewable Energy
Laboratory performed the hydrodynamic and structural
design of a composite TCT blade. The authors based
their structural design on static structural loads and
identified two extreme operating flow conditions and
imodeled them using CFD to compute the extreme
loads. Simulation was carried out by taking the blade
external geometry and the design load distribution as
linputs to calculate the optimal design thickness of load-
bearing composite laminates at each blade section
{using ultimate-strength and buckling-resistance
lcriteria. The results also provided the optimum location
for the webs. The dynamic loads, fatigue and stiffness
‘criteria was not considered in this research work.
[Pascal W. Galloway et.al [Ixiii] performed the
experimental and numerical investigation of rotor

ower and thrust of a tidal turbine operating at yaw and
in waves. A wave towing tank experiment and BEM
code, including the effect of wave and yaw, was used
for the investigation to understand the loading on the
turbine rotor and blades. Results of the numerical
investigation were in good agreement with the
‘experimental results. Results of the study revealed that
the wave current interaction will cause cyclic loading in
a TCT that will cause an accelerated fatigue to the rotor
and blade. The results also showed that a yaw drive is
necessary to avoid the increased dynamic loading and
power loss ina TCT. N Barltrop et.al [Ixiv]also worked
lon the effect of wave current interaction on a TCT. In
this study towing tank experiments and an extended

EM numerical model that included the wave effect
twas used. The numerical and experimental results were
in good agreement. The study suggested that at lower
‘current speeds the effect of wave will increase the
torque and the thrust will not be affected. The change in
wave height for longer waves will greatly affect the
Lcorque. At constant tip speeds the shorter waves may
fforce a stall that will cause a sudden reduction in torque
and increase in the thrust force. G. N. McCann [Ixv]

erformed a parametric study on the sensitivity of
fatigue loading experienced by a tidal current turbine
due to the wave action and Turbulence caused by the
sea-bed roughness and temperature effects etc. The
study concluded that the fatigue load varies with mean
flow turbulence and is very sensitive to the wave
current interaction. The fatigue load due to flow
turbulence and wave action may be duly considered in
the design of TCT. Céline Faudot et.al [Ixvi] used a
quasi-state BEM theory combined with added mass
force to numerically model the effect of waves on
fatigue loads and life time of a TCT blade. The
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|
***** W

numerical model was also tested through tow tan

experiments on a model TCT. Deviation between|
experimental and numerical results was observed. The
study concluded that the consideration of extreme loads
due to high and steep waves is necessary for the reliablej
design of TCT blade. The dynamic effects like dynamic
stall and wake are important consideration for the
estimation of loads in steep waves. The implementatio

of added blade mass is significant for elastic blade with
the combination of hydro elastic model of the blade
Milne et.al [Ixvii] investigated the blade root bending
moment of TCT for oscillatory motion in a tow tank.
The objective of the study was to analyze the role off
unsteady hydrodynamic forces on the blade loads for‘
their accurate prediction. It was established that
unsteady bending moment is sensitive to oscillatory!
frequency and amplitude. The flow separation ani
dynamic stall caused unsteady loads are of highe

magnitudes and cannot be predicted through quasid
steady state models. The prediction of such loads will
require models accounting for unsteady flow and‘
dynamic stall. Mohammad Wasim Akram [Ixviii]
computed the fatigue life of a composite TCT blade
under the influence of random ocean currents due to‘
turbulence and velocity shear. The Rain flow counting
algorithm was used to count the number of cycles of
loads within a specific mean and amplitude acting on
the blade from random current data. The commercial
Finite Element Code ANSY'S was used to develop S-N
diagram. Fatigue damage expected in thirty years o

operation was estimated using Palmgren-Miner's linea

hypothesis. In the analysis, fatigue loads due to velocity
shear were considered. The contribution of fatigue
loads due to velocity shear is quite low. On the other
hand the fatigue loads due to wake was not considered.
Fang Zhou et. al [Ixii] in 2012 repeated the work using
NREL dedicated codes due to their robustness as,
compared to ANSYS. The results showed that the
designed blade have a fatigue life of more than twenty!
years. The study suggested that instead of using a

NREL code CFD may be used for the calculation orill
loads for the computation of fatigue life. Junior Senat
[Ixix] used a combination of BEM and linear wave
theory for the prediction of torque, thrust and blade roog
bending moments caused by wave current interaction.|
The study showed that in longer waves the torque is
sensitive to the variation of wave height. The
fluctuation in the in plane and out of plane bending
movements is significant and can be predicted by linear
wave theory combined with BEM theory. BEM theoryl
with tip loss correction and 3D effects can analyze the,
power and thrust coefficient. Fang Zhou [Ixx]
developed a computational tool by integrating NRE

odes, Sandia National Laboratories code NuMAD an

ANSYS for the analysis of TCT. The aim of the study
was to consider randomness of ocean currents, rotationl
of'the blade and hurricane driven currents in the design,
analysis and fatigue life prediction of composite TC"IJ

fffff -

biade. In this study the dynamic response was
icomputed by modifying the NREL codes AeroDyn and
FAST. The tangential and normal forces were applied
lto ANSYS model to perform the static and buckling
analysis for the identification of high stress regions.
Useful life at various stress levels and ratios was
calculated through Goodman diagram. Velocity time
histogram of the experimental data was used to
calculate the actual number of cycles. This enabled the
calculation of damage and fatigue life of the blade was
redicted using Palmgren-Miner's rule for cumulative
fatigue.
\

‘ V. WAKE OF MARINE CURRENT TURBINES

| Wake is the region of disturbed flow downstream
of a solid body moving through a fluid or vice versa. A
hydrokinetic turbine extracts momentum from the flow
while the mass is conserved. The momentum loss
downstream of the device creates a pressure jump and
consequently an axial pressure gradient, an expansion
lof the wake and a decrease of the axial velocity. The
‘wake is therefore characterized by a decrease in mean
flow speed also called velocity/wake deficit and
lincreased turbulence. Wake is a complicated and device
specific phenomenon. The wake as shown in Fig.6is
‘generally divided into near and far wake region to
simplify the physics governing the wake structure
[Ixxi].

| A strict distinction of near and far wake in terms of
downstream distance may not be possible. In the wind
turbine the near wake is from 1-2 rotor diameters
ldownstream [Ixxi], whereas for the TCT it is
considered to be from 0-3/4 rotor diameter downstream
[Ixxii].

mean flow
velocity, u

wake recovery distance (wake length) ~ 20D ——— «+.

90%u

| However, a clear understanding of the near wake is
that it is the region where the geometry of the turbine
tras a direct effect on the fluid flow. A hydrokinetic
urbine converts the energy extracted from the fluid
fflow into mechanical motion. The mechanical motion
of the blades produce vortex shedding from the blade
ip. Vortices shedding along with support structure has
la direct effect on the flow in the near wake region.
Shedding of the vortices by the blade tip creates sharp

elocity gradients and peaks in turbulence intensity.
On the contrary, the turbine geometry affects the far
wake indirectly. The indirect effect of the geometry

near wake ~ 4D far wake ——

Fig. 6. Definition of wake characteristics [viii]
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is in the form of decreased axial velocity and increase?f
turbulence intensity. The wake structure is governed by
convection and turbulent mixing. For a completely
inviscid flow the volume of slow moving fluid will jus
be convecting downstream at a slower rate than the freg
stream flow. But due to the turbulent mixing the wake
keeps on regaining energy and ultimately attains the
free stream velocity farther downstream. In the near
wake, the pressure field around the device is important
whereas, in the far wake the turbulent mixing is
important for the development of wake deficit. Mixin
of the wake and recovery of the velocity deficit in the
far wake takes place due to the turbulence and as resul
the overall turbulence decreases [Ixxi, Ixxiii]. Wake is‘
one of the most extensively researched area of the tidal
current energy. Wake studies are necessary tod
understand the effect of an upstream device on the‘
performance and loading experienced by the
downstream turbine. A brief review of research articles|
for better understanding of the wake is presented here.
A. S. Bahaj et. al [Ixxii] carried out the
experimental and theoretical investigations of the flow
field around mesh disc rotor simulator in a tilting flume.
The work was aimed to identify and investigate the‘
parameters governing the wake structure and its
recovery to free stream velocity profile. The identified
governing parameters were intended to be used for the
development of a numerical model for characterizing
the wake of a tidal current turbine. The study concluded
that porous disc experiments can effectively simulatel
the far wake of a TCT. The results showed that deficit is‘
maximum in the immediate wake region and tends to
recover with increasing downstream distance
However, the wake persists for quite a long distance
and up to 20 rotor diameters only 90% of the velocity
was recovered. The free surface and sea bed mayl
restrict the vertical expansion of the wake. Hence
further investigation was proposed to study the effect ofl
water depth, proximity to the free surface and the
influence of ambient turbulence on the initial condition‘
and wake mixing. Luke Myers and A. S. Bahaj [Ixxiii]
further extended their work by testing the 1/30th scale]
model TCT in a circulating water channel. Performance
and wake structure of the turbine was investigated a#
different flow speeds and thrust coefficients. An
increase in surface turbulence was observed with
increase in flow velocity. Between the rotor and the side
of the channel, the velocity of flow was greater than the;
inflow velocity for all flow speeds. The effect was more
pronounced for increased inflow velocities. The
phenomenon was termed as blockage effect. Due to the,
blockage effect, an increase in channel head upstream
of rotor and an immediate decrease due to extraction of
energy in the downstream was observed. It was
suggested that the blockage effects and variation in
channel head may not be so exaggerated at full scalel
because Froude numbers will be much lower. However,‘
it may still be significant. It was observed that the

‘expansion of the wake took place downstream of the
rotor and ultimately reached the surface. This will
either increase the channel head further downstream or

ill mix with the wake of another adjacent TCT. Rate of
wake recovery is dependent upon the ambient
turbulence intensity and thrust coefficient of the rotor.
MacLeod et. al [Ixxiv] through CFD modeling also
established that rate of wake recovery increases with
increasing turbulence intensity and that higher thrust
coefficient will cause slower wake recovery rate. F.
Maganga et. al [Ixxv] experimentally established the
fact that the wake recovery is faster in the areas of
lgreater turbulence intensity. The blockage effect may
Place restrictions on the maximum diameter of a TCT
for a specific channel. The study suggested further
linvestigation of the blockage effect, wake expansion
and Froude number scaling with in TCT arrays. In
‘another study L. Myers and A. S. Bahaj [Ixxvi]
imeasured the wake characteristics of a 1/20th scale
TCT in a water channel. In this experiment the channel
%ase flow and wake downstream of the turbine was
imapped with laser and acoustic Doppler velocimeters.
Wake mapping of both a stationary and rotating rotor
lwas conducted to observe the effect of support structure
on the flow properties in the near wake. Results of the
experiment showed that the support structure has a
oticeable effect on the near wake along with a
synergetic effect from both the rotor and support
structure near the center plane of the rotor in the
downstream. This effect diminishes with increasing
distance along the lateral direction of the channel. The
Eligher turbulence intensity made it difficult to
determine the flow properties in the near wake region.
Luke Myers and A. S. Bahaj [Ixxvii] also studied Flow
Lboundau*y interaction effects for marine current energy
conversion devices through mesh rotor disc
experiments in a flume and circulating water channel.
This experimental work concluded that TCT operating
in shallow waters will produce a different wake
structure than those operating in deep waters. A
‘satisfactory wake recovery will not be possible, if the
idepth underneath the rotor is infinite. In 2010, Luke

yers and A. S. Bahaj [Ixxviii] studied the wake
characteristic of a TCT through mesh disc rotor
simulator in a laboratory flume. It was observed that the
wake velocity in the near wake region will decrease
with increasing thrust. The results also validated the
fact that the far wake recovery is a function of the
ambient turbulence. Distance of the rotor from open
surface and sea bed have an influence on the far wake
ecovery. The sea bed roughness contributes to the
decrease in the downstream wake velocity. The results
concluded that a number of interdependent variable can
affect the wake recovery rate.

Apart from the experimental investigations
presented above, various numerical studies have also
been performed to characterize the wake of a TCT. M.
E. Harrison and W. M. J. Batten along with L. E. Myers
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and A. S. Bahaj [lvii] used ﬁoamegialfFﬁso%a@ o 7‘arﬁysﬁxxﬁi].ﬁhe§:rmilargie array does not mean that

package to characterize the wake of mesh disc rotor and|
compare the CFD results with experiment. A good
agreement between the CFD and experimental results
was observed. The CFD results revealed that the main
factors affecting the wake structure are the device
thrust, ambient turbulence and potentially the disd
induced turbulence. However, difference in turbulence‘
intensity between the numerical and experimental
results were observed. The results concluded that with
further improvements in the CFD modeling techniques,‘
CFD analysis of mesh disc rotors may be an accurate
and valid numerical modelling method for TCT)
Blackmore T along with Batten and Bahaj [1xxix] usecil
large eddy simulation (LES) to study the effect o
inflow turbulence on the wake of a rotor disc simulator
of TCT. The simulation showed that an increase in the‘
flow turbulence reduces the velocity deficit and the
maximum velocity deficit shifts closer to the rotor
Higher inflow turbulence also results in faster wake
recovery in the downstream. Recently, some work has‘
been done to analytically model the wake of a TCT|
Wei-Haur Lam et. al [Ixxx] developed two analyticaH
equation for the prediction of mean wake velocity of a
TCT. One of the equation used for the prediction of
initial velocity is based on the axial momentum theory
and dimensional analysis. Whereas the other equation
is used to predict the lateral velocity and it is based ony
the Gaussian probability distribution. Results of the
equations were compared with other numerical and
experimental results that showed some deviation.‘
However, it was claimed that these equations will
provide the basis for the formulation of an analytical
model. Later the same author succeeded to develop a
analytical wake model and presented his work in
[Ixxxi]. Results of the developed analytical wake
model was compared with well accepted experimenta
results. The presented results showed that the analytical
model can predict the wake profile for different
turbulence intensities. More recent work related to the‘
wake studies of TCT focuses on the wake interaction
between devices or the effect of the wake of upstream|
devices on the downstream devices. Some of this Worlﬂ
will be discussed in the next section.

A huge portion of the global tidal energy potentiall
is available in the narrow channels [Ixxii, Ixxix].
Efforts are required to fully utilize the available space
and extract maximum energy from these sites. Thel
concept of tidal turbines arrays or farms seems to be the
ultimate solution to the problem. In addition, only tidal‘
array can make the technology commercial and justify|
the cost of grid connection along with establishing,
maintenance and navigation facilities [lxxxii]. Al
standalone turbine cannot justify this huge cost [Ixxiv]. |
Tidal arrays are classified into large and smagt

VI. TIDAL TURBINE ARRAYS

channel will have a huge number of turbines. If the
turbines extracts large portion of the channel potential,
the array will be large irrespective of the number of
turbines. A few turbines in a small channel can
constitute a large array. Conversely, a number of
urbines in a large channel can be a small array. A large
array affects the “channel-scale dynamics” or improves
the power co-efficient of turbines through “duct-
effect”. Whereas a small array is one that cannot
significantly affect the “channel-scale dynamics” and
the performance of the individual turbine is not affected
by other turbines or proximity to channel sides. It is
essential to understand the dynamics of turbines with in
large arrays for the development of tidal turbine arrays
land the design of turbines in arrays [Ixxxiii]. An array
fas two competing effects on the dynamics of flow in a
idal channel. One is the “channel-scale dynamics™ and
the other is the “duct-effect”. The channel-scale
dynamics refers to the finite head loss as shown in
h*“ig. 7 due to power extraction from a channel [1xxxiv].

\ T
Head
Sea Surface Loss
‘ Tidal Currents
‘Channel Head ¢ " }'l

Channel Head

\
Fig. 7. Finite Head Loss due to power extraction from
\ a tidal channel [Ixxxii].

| This finite head loss causes additional drag and
ﬂ‘educes free stream flow that limits the array power
output. Due to this the turbines in a channel interacts
with each other even if they are far enough from the
wake effects of each other. In addition, any Bitz turbine
operating in an array, causes the array to lose 1/3 of its
energy to turbulent mixing behind the turbine or near
wake region [Ixxxv]. About 5-10% of the energy is lost
o the support structure [Ixxxvi] and about 11% goes
into electromechanical losses that imposes significant

ortion of the structural loads on the turbine. The
groportion of these loads highly depends upon the
number of turbines, their arrangement and tuning in the
array. On the other hand, the duct-effect shown in Fig.
8, increases the free stream flow. Duct-effect improves
the turbine thrust and power co-efficient of the turbine
in the array. It is possible for the turbines operating in
larray to operate at higher thrust and power co-efficient
than that of a Bitz turbine [Ixxxiii].

H : g B I g
| =€ == == |, |
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Rows of Turbines
| Fig. 8. Channel forming a duct around the turbines
[Ixxxvii]
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will dictate the amount of power output of the|
individual turbine. In an experimental study L.E.
Myers and A. S. Bahaj [Ixxxviii] established the fact
that flow can be accelerated between two laterally,
adjacent porous discs causing an increased thrust and
power for the downstream disc in a staggered array.‘
Chul-Hee Jo etal. [Ixxxix] also observed that staggered
arrays are more productive as compared to the
longitudinal arrays. Because in the staggered array, the
downstream rotor can avoid the wake interference of;
the upstream rotors. In the axial array, increasing the
inter device spacing reduces the power loss of thel
downstream devices. Chul-Hee Jo et al. [xc] througl11
experiments and CFD simulation showed that
downstream devices, in an axial array, received d
reduced flow velocity at varying longitudinal spacing.
As aresult the predicted power output of the individual
turbines in the array was much less than their designed
power output. Rami Malki et al. [xIv] used a couple
BEM-CFD model for the simulation of tidal turbine
array. The simulation revealed that the longitudinal and
lateral spacing between the turbines in array have a
significant influence on the velocity and turbulence
intensity of the flow. The flow velocity increased
between a pair of laterally adjacent devices. The
authors observed a maximum turbulence intensit
when the upstream devices were closely spaced in
lateral direction and downstream turbine at increased
longitudinal spacing. This increased turbulencd
intensity is critical for the structural integrity of the
turbines and can only be modeled with an FSI modeling
approach.

A turbine operating in array will experience,
different flow, will have a different power and thrust
coefficient and will experience different structurall
loads than when operating as standalone. Therefore, the
criterion used to design turbines needs to be adopted
accordingly. A turbine must be designed for an array!
configuration rather than for isolated use. Power outpu
of the individual turbine affects the total array output,
which in turn affects the flow experienced by each
turbine, the loads on the turbine and their outputs. I
addition, for turbines operating in array, considerable
loading will also come from the operation of thel
upstream turbine. Therefore, it is necessary to model‘
the effect of operation of upstream device on the
structural loads encountered by the downstream device]
and its fatigue life. The load forces will follow the trend1
of power output per turbine. The load will be
distributed over the turbine blades and fixing
arrangement as well as power train and mooring
system. It is very imperative to understand the
contribution of all the loads along with drag caused by
power extraction for developing structural desiggL

VII. FUTURE PERSPECTIVE

will produce higher structural loads on the turbine and
thus the turbine should be more robust having a higher
construction cost and vice versa.
| Most of the current research is focusing the tidal
turbine array Micro and Macro design/optimization to
aximize the total array output. The other important
array associated impacts of varying structural loads
H)ave not been investigated in details so far. The
investigation of structural loads and the integrity/safety
of the turbine against these loads is very important for
the development of structural design specification.
Other important consideration is the associated
‘manufacturing cost. If the array associated structural
loads is not given due consideration then the devices
twill either be over designed or under designed. Both the
t}leossibilities will make the technology costly and
nreliable at the array scale.
|  Theinvestigation of structural loads on the turbine
in an array and their effect on the useful life of the
Lrurbine through numerical modeling and experiments
should be the focus of future research for the
development of large tidal arrays. Over the years
substantial growth in the availability of computational
resources has taken place. Due to which the numerical
modeling technique of Fluid Structure Interaction
‘(FSI) can be very useful for modeling such problems.
FSI is a multi-physics problem. When a fluid flow
exerts pressure on an elastic structure, the structure
deforms. In return, the deformed structure disturbs the
fluid flow. This disturbed fluid flow now exerts another
form of pressure on the structure in a repetitive manner.
This kind of interaction is called Fluid Structure
Interaction (FSI). FSI is based upon the fundamental
principle of dynamics (FPD), or Newton's second law,
lapplied to the mechanical system. Some researchers
ave adopted the FSI modeling approach for other
aspects of Tidal/wind turbine. CH Jo et al. [xci]
performed the FSI analysis for the investigation of
deformation along offshore pile structure of tidal
‘current power and for the Performance Analysis of
ROOKW Tidal Current Power Turbine with Pre-
deformed Blades [li]. R. F. Nicholls-Lee [xcii] used FSI
‘for the performance analysis of TCT with bend twist
icoupled blades. B. S. Kim et al. [xciii] assessed the
structural integrity of S0kW helical ocean current
turbine using fluid structure interaction analysis. Ming-
Chen Hsu and Yuri Bazilevs [xciv] performed the
Fluid—structure interaction modeling of a full wind
turbine. All these studies suggest that a coupled CFD
‘and structural model (i.e., FSI Model) can provide
satisfactory results for modeling the deformation of the
TCT structures due to fluid loads imposed by the tidal
currents.

‘ VIII. CONCLUSION

The paper presented a thorough review of the tidal
energy technology including all the modules like
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effects and installation of the turbines in arrays. Based
on the review, future research directions are also
outlined addressing three key issues. These include
investigation of structural loads and the integrity/safety|
of the turbine against these loads for the development
of structural design specification. Another issue that
need the focus of research community is the effect o
structural load on the useful life of the turbine
particularly in tidal arrays and the requirement of
developing proper numerical and experimental
models. The numerical modeling technique of FSI can
be very useful though computationally expensive for
modeling the above problem but can benefit from the‘
computational power of current electronic device.

\
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Abstract-Computing System is a combination of‘
different computers and associated software which canl
share common memory. In cloud and distribute

computing the defective infrastructure is the main
issue. Fault Tolerance (FT) techniques minimize thel
failure effect on computing environment. This study;
discusses and presents a comprehensive analysis of the
current FT techniques in cloud and distributed
environment. A comparison and critical evaluation of;
common FT techniques in cloud and distributed
computing is also performed. An intensive literaturd
review was adopted to identify current FT techniques i

both environments. This study contributes in a fashion
by identifying that few fault tolerance techniques arg|
common in both cloud and distributed computing
.Moreover this study also pinpoints Check-pointing as‘
the most optimal FT technique. Result shows that FT
techniques are crucial for reliability and availability of
data thus FT method is necessarily required to be‘
endorsed to escort the system from failures. \

Keywords-Fault Tolerance, Cloud Computing,‘
Distributed Computing, Replication, High Availability,
Reliability. |

I. INTRODUCTION |

Cloud computing is the result of increasing
demand of flexibility in computing resources and
storage technologies in cost-effective manner. Cloud
computing provides reliable services which include
storage, servers and networks. A cloud system is
developed by connecting computing resources and
extensive data centers provided over the internet as on-
demand service with the help of virtual machines.
Distributed Computing System (DCS) is a single
coherent system of independent computers. A DCS|
connect computers at different locations using local‘
networks[i].Although cloud and distributed computing
has been extensively used in the industry, still there is a
need to completely report several research issues such
as fault tolerance, workflow management, workflow
scheduling and security etc. [ii].One of the crucial
issues is Fault Tolerance (FT) which permit a system to|
endure faults pertaining in the system after

—

development.

| FT computing means if hardware/software failures
occur the job can be done correctly. FT abilities are
necessary to overcome the effect of system failures[iii].
One of the major benefits of applying fault tolerance in
‘cloud and distributed computing may include
improving reliability, recovery from failure, 24/7
availability, lower cost, improved performance metrics
etc. [iv]. However, for application to be installed in
cloud or distributed system, a complete fault tolerance
solution is difficult to design that can combine the
failure impact and system architecture. In distributed
computing failures or faults are limited and the
hardware/software redundancy approaches are famous
methods of fault tolerance. Hardware techniques assure
the accumulation of hardware components like
ﬁnemory, /0 devices, communication media and
CPUs. Software FT techniques include special
programs to protect system from faults. A well-
lorganized FT tool assists to identify and recover from
‘faults.

The remainder of the paper is planned as follows:
Section II describes literature review. In Section III
fault tolerance techniques and types in cloud and
‘distributed computing are deliberated. Section IV gives
la comparison of different fault tolerance techniques in
cloud and distributed computing. Critical evaluation
about the techniques is performed in Section V and the
last but not least Section VI expose the limitations of
the study whereas Section VII delineates the
conclusion and explore the future directions.

\
II. LITERATURE REVIEW

|

With the passage of time various researchers came
L.lp with different FT techniques that are common with
kcloud and distributed computing.
| FT techniques and challenges in cloud
environment are discussed in[ii],[v]. An autonomic FT
system and cloud virtualized system architecture has
been proposed in [ii] using HA Proxy and My SQL to
implement proposed FT system which can deal with
several software faults for server applications. Whereas
some of FT algorithms which share workload between
resources such as multiple computers or a computer
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cluster, central processing units, disk drives or neitworif o 7‘0f7res§1rcf than other technologies particularly in

links are identified in [v] to attain optimal resource]
utilization, minimize response time, maximize
throughput and avoid overload. A FT framework fo
High Performance Computing (HPC) in cloud i
presented in[vi-vii]. A FT framework presents in[6] is
implemented on Linux which perform parallel job,
event logging, environmental, and resource monitoring
to analyze reliability of HPC system. Framework base‘
on proactive FT method to avoid failures and is able to
gather and analyze data and cause migration. Al
Framework is proposed in [vii] using Process Level
Redundancy (PLR), FT policy and live migration. The
proposed framework reduces the execution time and
ensures that Message Passing Interface (MPI)‘
implemented with computational intensive
applications run smoothly. According to [viii] anl
innovative, modular and system level perspective is
proposed to create and manage FT in Cloud systems. A
comprehensive high-level approach propose tol
highlight the FT techniques' implementation details to
users and application developers through a dedicated
service layer. In distributed environments the Lowl
Latency FT (LLFT) middleware deployed within
cloud and data center environment provided in [ix] by
means of the leader/follower replication method. The
LLFT middleware retains strong replica consistency,‘
achieves low end-to-end latency and offers application
transparency. A brief overview is presented in[x] for thel
need to perform FT in cloud computing. An outline of
the prevalent architectures and the existing techniques
for FT in cloud computing has been analyzed and
compared. The primary concepts of FT techniques useq
according to the policies like Reactive and Proactive,
and the related FT tools used on various types of faults
are highlighted in [xi], [xii]. A comprehensive,
taxonomy of faults, errors and failures is also presented
in [xi]. The practice of taxonomy and survey identif)J
the similarities as well as the areas needing for future|
research. Whereas [xii] discusses and implements
various fault tolerant methods, frameworks and
algorithms which will assist to build a robust FTl
technique in Cloud environment. Authors of [xiii]
critically analyze the Integrated Virtualized Fail over
Strategy (IVFS) model and present a new model which
tolerate faults of each virtual machine based on|
reliability. The results show an increase in pass rates
and use diverse software tools to deliberate
forward/backward recovery. Simulation results of this
research highlight a noble performance as compared to
the existing models. Experimental study with a critical
analysis is used for validation, laying the foundation for
a FT IaaS Cloud system. A survey based on F"[J
implementation tools is conducted in [xiv] about the
crucial FT technique in cloud computing, and lis
various FT methods. Cloud Computing is a fresh ﬁeft

developing a standalone FT method. Several FT
methods of this field are proposed by the research
experts. The document [iii] presents a proactive FT
fframework which can implement several proactive FT
techniques such as pause/unpause and migration. As
Kvell as allow the implementation of new proactive FT
policies. Presented work implement and experiment
proactive FT on system-level virtualization and results
‘are compared with simulation results. Understanding
lof FT mechanisms have been proposed in [xv] which
‘are used to manage faults in clouds and deals with
existing FT model. Now a days a number of proposed
imodels provide mechanisms to improve the system

erformance. But still there is a need to concern about
every frame work. The objective of[xvi] is to propose a
fault tolerant model and fault detection algorithm to
overcome the holes of previously applied algorithms
using Artificial Neural Network, provided in cloud
lcomputing. To detect faults in cloud systems artificial
Neural Network is used which first detect the faults and
L(hen appropriate proactive FT technique such as pre-
lemptive migration or check-pointing apply to keep the
system fault tolerant. Exhaustive study has been
presented in [xvii] on FT in cloud, and introduce FT
types and limitations. Furthermore, this study
Fepresents how much dependable the FT system will be
for the real time environments. Results shows that an
lautonomic FT technique is needed to handle faults,
‘when one of the machines stop working while several
instances of an application are running on multiple
imachines.

The article [xviii] emphasized the different FT
techniques for multiple system failures prevention by
considering high availability, high redundancy and

eplication in distributed computing. The levels of FT

are also addressed such as the hardware FT ensures
ladditional backup hardware and software FT systems
‘includes rollback recovery mechanisms and
checkpoints storage. A survey on several FT techniques
land issues in distributed environment has been done in
xix]. The survey results help to explore the future

guidelines about FT mechanism. Important issues
labout FT tools such as adaptive, confidence,
completeness, accuracy, fastness, and able to detect
several faults. Faults, failures and errors categorization
has been presented briefly in [xx] which are
encountered in a distributed system. Furthermore,
different techniques for fault tolerance and
identification offered in Grid and Clustered Computing
systems has been examined. It is also proposed that a
standard FT framework should be proficient to handle
all the recognized faults, failures and errors. Fault
identification and foretelling in the view of Clusters is
concentrated in[xxi] and efforts are done to develop a
ethod that predicts the faults based on temperature in



Technical Journal, University of Engineering and Technoldgy (UET) Taxila, Pakistan

Vol. 22 No. 4-2017

ISSN:1813-1786 qPrint) 23‘13—7770 (Online)

clustering systems. A comparison of fault detection arﬂ
FT techniques in distributed environment is also|
performed. Various techniques for FT in distributed
computing systems are provided in [xxii]. Ever
technique has some pros and cons. Check pointing canl
be used to improve performance and makes system1
fault tolerant during the case of node mobility and node
failure. Various approaches for FT are discussed in
[xxiii] and concluded that FT keeps system dependable
and more reliable. Two stages in FT are the fault
detection and fault recovery. Furthermore it ig
concluded that FT improves performance to achieve
reliability. Centralized logging process described in
[xxiv] by using message logging for message losses!
Proposed logging process has three central parts failure‘
detection, overload detection and failure recovery.
Proposed system sustains monitor nodes in cluster for
all nodes. All monitor nodes can perform task as
cluster node at the time of node failure as well as also
during the system functioning properly. Concurrent
replication with canceling are explored in [xxv] and 3
stochastic model is proposed to study replication
affects in the cluster Service Level Objectives (SLOs).‘
The proposed model is reliable as well as defines the
regions of the utilization. Additionally, the model can
support resource provisioning decisions with response
time guarantees and reliability. Several issues
associated to check pointing in distributed and mobile
computing systems are discussed in [xxvi]. For
distributed systems a survey is performed about some
check pointing algorithms. Results of survey support
check pointing technique as an effective FT technique‘
for this reason it require minimum storage and avoids‘
the domino effect. Nowadays, storage and
manipulation of huge amount of data is done by cloud
computing environment. For the reason availability
and reliability is the major concern for manipulation 0%
data. Different FT mechanisms and techniques tol
manage resources, available in cloud infrastructure are
discussed by [xxvii]. The comparison of two state-of-

the-art FT techniques is performed by [xxviii]. The
comparison is done in terms of energy cost to cloud
employers and availability of services to customers.
The study concluded that proactive FT polic

redundancy is remarkable in terms of cost to cloud
manipulators and provides availability and services to
customers. Cloud computing architecture (servers,
networks), key concepts and application components
are highlighted in [xxix]. Furthermore a qualitative
overview of failures that occur in cloud infrastructure is‘
also highlighted. Moreover cloud computing
architecture resiliency techniques are categorized in1
the proposed study. Efforts to inspect FT techniques are
analyzed in[xxx]. A taxonomy of faults and FT aspects|
are presented in the study. Moreover, different failure‘
models, tools, metrics and support systems are

classified. Weaknesses and strengths of current FT
techniques are also discussed. In today's world cloud
computing is a developing field but still faces some
ajor problems. Such as fault tolerance, resource
discovery, security and load balancing. A detailed
summary of techniques to optimize load balancing is
rovided by [xxxi]. Swarm based and evolutionary
lalgorithms are discussed to reduce the resource
utilization and optimization problems. A new model is
&)roposed with results in[xxxii] to provides FT for cloud
iframework. The proposed model is able to tolerate the
faults by making the adaptive decision. The decision is
Lnade by utilizing the resource allocation of the jobs
fwith a new technique in real time cloud locality.
Literature review illustrates that previous work on
‘fault tolerance in cloud and distributed environment is
labout fault tolerance techniques, their uses, surveys and
analysis. In this study a comprehensive analysis of
various FT techniques in cloud and distributed
computing have been done. Additionally this study also
contributes in a way by comparing different FT
echniques which have been commonly proposed for
both cloud and distributed computing. Furthermore we
critically evaluate common FT techniques in cloud and
distributed computing.

\
III. FAULT TOLERANCE

\ Fault Tolerance (FT) considered as a setup or
configuration that precludes a network device or a
computer system from getting failed due to any system
failure or error in the system and consider effective
steps to prevent from failure [viii]. FT quickly repair
‘and replace the faulty devices to keep the system in
working state. A fault tolerant system is associated to
dependable system. Dependability contains few
Valuable requirements such as Reliability, Availability,
Safety and Maintainability in a fault tolerant system:
‘[xviii].
Availability: Availability concerned with working
systems in time at given instant. System should be in
[ready state to facilitate users.
Reliability: Ability of a system to do job
uninterruptedly with no chance of failure occurrence.
Feliability concerned with time interval as an
extremely reliable system works constantly without
finterruption for long time period.
Safety: Safety concerned with system failure when its
operations are incorrect and cannot complete its
rocesses correctly.
Maintainability: Maintainability of a system shows
lexcessive measurement of accessibility when the
system failure can be detected and fixed automatically.

4. Types of Fault Tolerance
| Faulttolerance is categorized in two categories[x].
Hardware FT can be attained by implementing extra
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hardware such as communication links, processors anﬁ
other resources. Software fault tolerance deals with)
fault messages when added into the system. |

1) Hardware Fault Tolerance:

Hardware FT provide delivery of supplementary
hardware backup like Memory, CPU, Power Supplﬂ
Units and Hard disks. Hardware fault tolerance canno
deal with accidental interfering and errors within
software programs. This technique have focused
towards structuring systems that can recove
themselves from the faults, and involves splitting a
computing system into modules which can backed up
with a self-protective redundancy to continue its‘
function if failure occurs.

\

2)  Software Fault Tolerance: |

Software FT also apply dynamic or static
redundancy approaches like hardware fault tolerance.
Rollback recovery and checkpoints storage are
software FT methods. The effectiveness of software F
is to develop an application to keep checkpoints|
repeatedly for required system. |

B.  Fault Tolerance Techniques
For real-time applications two types of Fault
Tolerant (FT) polices are available. |

1) Reactive Fault Tolerance Policy |

Reactive approaches decrease the fault effects b}A
taking essential actions. Some fault treatment policies‘
can also be used to prevent faults from being
reactivated.

|

2) Proactive Fault Tolerance Policy
Proactive approaches predict errors, faults and
failures and replace the suspected components. |

C. Fault Tolerance Techniques in Cloud Computing |
Usually, one of the pillars of software reliability is
fault avoidance. Since cloud architecture is ver>J
complex and built on cloud data centers that consist off
multiple interconnected servers. Hence considering
fault prevention techniques in developing stage is quite‘
monotonous. Fault avoidance techniques help to detect
and remove fault but not sufficient to achieve
reliability, so fault tolerant system is necessary. FT in
cloud computing is the capability to resist with changes|
occurred due to network congestions and
hardware/software failures. Several factors to classifyl
cloud computing faults are as follows: [xxxiii] xxvii,
[xxxiv]
Network fault: Network faults occur due to the reason‘
of packet corruption, destination failure, network
partition, link failure, and packet loss etc.
Process faults: Software bugs and shortage of resources
are reasons behind process fault. \
Processor faults: When operating system crashej

&)rocessor fault occurs.

IPhysical faults: Hardware fault are physical faults such
as storage, memory and CPU failure etc.

Service expiry fault: Service expiry faults occurs if
during processing aresource service time expires.
Media faults: Media head crashes and some other

edia factors cause's media faults.

Fault tolerance techniques in cloud environment are
classified into various types[xi] as shown in Fig. 1.

‘ — Restart
| Full Check Point
- Check Pointing
Incremental
\
- Check Point
‘ — Job Migration
| _| Reactive Fault | Tasl.( . Semil-.AcFive
| Tolerance Resubmission Replication
] — Replication Seml-}’ assive
| Replication
‘ 3 User Deﬁned Passive
‘ £ g —  Exception Replication
o= Handling
o o
S5
o —Rescue Workflow
-
1E"
B . .
| — Rejuvenation
| : — Self-Healing
| | Proactive Fault | |
| Tolerance [ Preempting
‘ Migration
| 4 Load Balancing

Fig. 1. Cloud Computing Fault Tolerance Techniques
| 1) Reactive Fault Tolerance Technique
Failure of application execution can be reduced by

Reactive FT. It helps in recovery of system state from

an unstable state to stable state so that the system can

again start working to provide desired results. The

imajor techniques under this category are as follows:
i) Restart

| Restart functions on application level or on

| programs. A task is suspected to have aborted,
failed and restarted, if not completed within a

| given time period[xxxv].

| ii) Check pointing

| In Check pointing system's state save in
regular or irregular time intervals. Check

| pointing is done on every change in a system.
At whatever time a job failure occurs, recent
checked point state is used to restart the job.

| Check pointing technique is additionally
categorized as follows.

| o Full Checkpoint
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Checkpoints are applied to a running process
after a fixed time interval and the process statel
save on some media. If process failure occurs
during execution then last saved checkpoin
state is used to recover. \
o Incremental Checkpoint

This mechanism helps in reducing the‘
checkpoint overhead by saving those pages in|
which there have been any change instead of
saving the whole process |
iii) Replication Replication meansg
producing copies of similar data and run them
on multiple resources. Replication can be
further classified as follows. ‘
o Semi-Active Replication

Each replica is provided by input or statel
information. The primary and backup replica
accomplish execution on the provided input
and main replica produces the output. If thel
main replica goes down, backup replicq
produces the output. VM ware's FTis an
example of semi-active replication group. |
e  Semi-Passive Replication ‘
State information is moved to all the backup
replicas in semi-passive replication
mechanism. Main replica save inpu
parameters between checkpoints. Backup
replica save the newest state gained byl
primary replica. When primary replica fails‘
backup replica starts and is updated as
primary replica. Example of semi-passivel
replication is Remus. |
e  Passive Replication

Virtual machine instance state information is
stored regularly as a backup. If failure occurs,
FT manager restores the last saved state b
recommission another Virtual Machine (VM)
instance. The backup can share the state of
some VM instances or can be used for a‘
specific application. Example of passive|
replication is VM ware's High Availability
solution. |
iv) Job Migration

HA-Proxy is used to migratea task to another
machine during failure.

v)  Task Resubmission ‘
The failed task is resubmitted to a new or same
resource when failure of task occurred.

vi) User Define Exception Handling

User's predefined actions are used whenever
fault is detected. Such as user define thel
behavior of a task when failure occurs. ‘
vii) Rescue Workflow

Workflow is an order of connected steps that
complete execution without gap or delay,‘
earlier then successive stage may commence
[v]. When a task fails, rescue workflow allows
the task to continue until or unless it is not

s 1~

possible to execute without considering the
\ task which failed.
2. Proactive Fault Tolerance Technique
| Proactive FT procedures helps to neglect faults by
foretelling before faults occur and replacing doubted
constituents with other operational constituents before
&hey actually occur. The major techniques are as
follows:
| i)  Rejuvenation
| Rejuvenation is issued before the system fails.
| The system is designed for sporadic reboots.
Whenever any failure occurs the system is
| restarted with new clean and fresh start.
| ii) Self-Healing
Self-healing method based on divide and
\ conquer technique, several parts of an
| application runs on different VMs and failures
are handled automatically.
| iii) Preemptive Migration
In preemptive migration executing job is
based on feedback loop control technique.
| Before migration system save the current state
ofjob and then transferred to other system.
| iv) Load Balancing
\ When memory and CPU load exceeds a
| specific limit, the load is migrated to other
CPU.
‘ Also, there are mainly some other techniques
that can be used for fault tolerance.
‘ These are:
‘ e Safety bag checks
In safety bag checks the commands which
| does not fulfill the safety requirements are
‘ blocked.
e Retry
| In order to complete the task on one virtual
‘ machine only, retry method is used and the
task is implemented repeatedly on the same
‘ resource.
‘ o  S-Guard
S-Guard is based on rollback recovery and is
| less tempestuous to regular stream
‘ processing.
e Alternate resource
| This technique allows to find an alternate
‘ resource for current virtual machine instead of
retrying the same resource or changing virtual
\ machine instance.

‘D. Fault Tolerance Techniques in Distributed
| Computing

Real time distributed systems are highly
responsible on deadline such as robotics, grid and
huclear air traffic control systems. A system can fail if
any mistake in real time distributed system is not
accurately detected and recovered in time. Fault
tolerance is a way to keep the system in working

7‘c0£ditiion during failure. In distributing computing
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system hardware and software infrastructure delivers
dependable, consistence and inexpensive high end
computations[xxxvi]. Many FT techniques available irﬂ
distributed environment are represented in Fig. 2.

\
m Retry |

—  Replication

— Message Logging

3

=

g

|
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E Object Level
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D
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Algorithms |

Fig. 2. Cloud Computing Fault Tolerance Techniques|

i) Retry |
The ordinary failure recovery mechanism in
which the outcome will not be affected i
succeeding repeats without considering the
cause of failure[37]. |
ii) Replication |
Replication is the method of creating and
maintaining various copies of data objects and|
processes. In replication based procedure
duplicate copies of a task runs on Various‘
machines until all replicated tasks are nof
crashed[xxxvii]. |
iii) Message Logging

In message logging technique all contributing
nodes log received messages to constanﬁ
memory so that a consistent global state is
computed when a failure encountered|
Algorithms of this methodology can be
categorized into optimistic and pessimistic‘
message logging [xxxviii].

iv) Redundancy based fault tolerance
Redundancy is having more than one
functionally ready components of a system|
other than a component that actually provides
the service. Process level and data or objectJ
level are the two levels in which we canl
implement the redundancy. This approach
uses replication based technique to create‘
redundancy [xxii]. \

* Object Level Replication Based
Technique

e

Replication is making several copies of
related data on the servers [xxxix]. In
replication based technique, client request is
promoted from a collection of replicas to one
of replica. Object level replication is proxy
based monitoring technique which has two
approaches; Active or Passive and supports to
improve performance of the system and
remove complexity and overhead. It is a well-
known method used to improve the
availability. Replication increases
redundancy and inconsistency in system. In
this technique system will not fail if some
nodes will fail and hence fault tolerance is
accomplished as shown below in Fig. 3.
[xviii].

[ Replication Protocol

5
\Q_{ e

g

| [ Consistency Management ]

| Fig. 3. Object Level Replication Based Technique

system 1/0

e  Process Level Redundancy

Process Level Redundancy (PLR) is a method
of creating duplicate processes for each
application process as shown in Fig. 4 [xl].
PLR is transient fault tolerance which is
software based technique. Transient faults are
difficult to handle and identify and they are
evolving as a serious matter for reliability of
distributed environment. PLR analytically
compares the processes to assure correct
execution and permits the operating system to
program the processes with presented
hardware resources. PLR offers enhanced
performance with 16.9 percent over current
transient FT mechanism with additional fault

detection overhead[xli].

Master Process

« not allowed to perform
system I/O

‘ Slave Processes
« only process App App + identical address space
‘ allowed to perform file descriptors, etc.

Sys. Call Emulation Unit

‘Watchdog
Alarm

Watchdog Alarm
* occasionally a process
will hang

Operating System

System Call Emulation Unit (SECU)

«  Enforces SoR with input replication and output comparison

¢ System call emulation for determinism

*  Detects and recovers from transient faults

Fig. 4. Process Level Redundancy
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v.  Check Pointing and Roll Back
Checkpoint is more famous method to restore|
the process after failure at certain points. This
technique saves the present stage o
computation in constant memory to be used
when node failure occurs. Checkpoints are
periodically recognized during the execution
of program. The checked or store
information contains the process state and
register's value. The process rolls back to last
saved state when error is detected. Fig. 5.‘

gives an idea about this method [xviii].

Checkpoint scheduler| ~

dispatcher

vi. Fusion Based Technique |
Fusion based techniques overcome the
problem of backups created in replication
method as managements of multiple backupﬁ
is so much expensive. Fusion based technique
is evolving as a famous procedure to deal with|
various faults as it requires a few backup,
machines which can be managed easily. BackJ
up machines (fusion corresponding machine)
[xlii] are cross product of original machines.
Overhead increases during recovery from
faults in fusion based technique. Fig. 6
represents the basic idea of fusion base(ﬂ
technique[xxii].

Output |

[} |

Data Fusion

Related
Information

I Data,

Sensor,

Fig. 6. Fusion Based Technique \

vii. Load Balancing Algorithms |
During execution time load balancin%
algorithms reallocate the processes among the
processors. The algorithm improves thel
performance of the system by allocating tasli

-+ = = =

from heavy weighted task to light weighted

\ task. Dynamic load balancing schemes has

some drawback such as[xliii]:

e Runtime overhead; since the information

| ofload is transported between processors.

The transmission delay; since the job
relocate to itself.

| e  Decision making process; the choice of

‘ processors and processes for transfer of job.

| IV. COMPARISON

Choice and evaluation of a fault tolerance
echnique is based on some factors. These factors are
consistency management, multiple faults handling,
working procedures efficiency, multiple failure
detection and appropriate performance for a system is
the major task. The performance can enhanced by
working on the critical issues discussed in this section
lon the basis of comparison performed in Table I11.

‘A. Comparison of FT Techniques in Cloud
| Computing
Comparison of FT techniques in cloud computing
is illustrated in Table I. A detailed comparison of both
Reactive and Proactive polices is highlighted.
Comparison is performed on the basis of tools,
horogramming framework, environment used, type of
ffault and application type. Furthermore key features are
also discussed in order to elaborate the comparison
Lbetween techniques. Therefore on the basis of
icomparison as shown in Table I, it can be safely
concluded that FT techniques in cloud are reliable and
ave the capability of detecting and handling multiple
faults.
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FT . Programming . Type of Fault L
Techniques Polices Tools used Framework Envuw'onmcnt | Detected Application Type Key Features
HA-Proxy, JAVA, Amazon V“ | ‘ do fail . e  The task runs on various VM
Replication Reactive Hadoop, Map, Amazon jml? IP ofle farre, Load Balancing, Instances at the same time.
Machine Machine rocess failure Fault Tolerance e
AmazonEC2 achine Image e More resource utilization.
. Effective for long running
Check . Assure, AVA L Virrugl Appl'ication Fault Tol applications.
Pointing Reactive SHelp ] -SQ chhlne | Failure ault TOIerance o provides efficient resource
utilization
Vi‘ ctual [Host failure, . Job is retried on the same
Retry Reactive Assure JAVA Machine Network Fault Tolerance resource.
1 | failure e Time inefficient.
. If job cannot be executed on
‘ ‘Application same machine then it can be
I Reacti Hadoop, JAVA, HTML, Cloud failure, Node Data intensive migrated to different
Job Migration eactive HA-Proxy CSS Envifonment failure, machine.
Process failure . More resource utilization
| | e Time efficient
Task Amazon Cloud Application Load balancing ’ fi??féfeiiiiﬁ?ciame il
isqi i A EC2 | Machine I y : ailure, Node ? s . ’
Resubmission | Reactive 11azon :I(;lal;(fn rlcf;%e Environment failare Fault Tolerance | o  Time inefficient and more
\ resource utilization.
Application . Less tempestuous to ordinary
JAVA, HTML, . . . ing.
S-Guard Reactive Hadoop, CSS Cﬂoud ailure, Node Data intensive stream processing
AmazonEC2 Environment ailure ° Centered upon rollback
| | recovery.
Host failure . . Larger task is divided into
. . HA-Proxy, Virtual ’ Load balancing,
Self-Healing Proactive Assure JAVA Mjchine ‘ Net_work Fault Tolerance subtasks.
failure ° Good overall performance.

A.  Comparison of Fault Tolerance Techniques in
Distributed Computing
Comparison of FT techniques in distributed

computing is illustrated in Table II. A detailed

comparison of Reactive FT techniques is highlighted.

Comparison is performed on the basis of majo

COMPARISON OF FT TECHI\H

ffactors such as working, multiple faults handling,
F)erformance, N-faults, multiple failure detector and
consistency management. Techniques used for
comparison are replication based technique, check
Ep)ointing, roll back, fusion based techniques and

rocess level redundancy.

TABLE II
IQUES IN DISTRIBUTED COMPUTING

Major Factors

Fusion Based Technique

Checking Pointing and Roll

B?Ck

Replication Based Technique
|

Process Level Redundancy

Working

Machine Back up

!
State saved for recovery on

stable ‘storage

‘ Forwarded to replica

A collection of duplicate
process

Multiple Faults
Handling

Affected by number of back
up machines

Affected by (ﬁheck pointirrg
e

scheduling

Affected by degree of replica

Affected by set of duplicate
processes

Performance

Decrease due to faults as high
recovery cost

Decrease by siﬁe and frequ&ncy

of chekaoint

Decreases when number of
replicas increases

Decrease when faults
appears disappear

N-Faults

N backups machine required
to handle extra N faults

Uncoordinated,‘ Pessimistic ‘and
N level disk lqss used for N-1

Faults

N replicas ensure n-1 faults

Scaling the number of
process and majority voting

Multiple Failure
Detector

Reliable, Accurate and
Adaptive.

Reliable, Accurate and ‘

Adaptive.

Reliable, Accurate and
Adaptive.

Reliable, Accurate and
Adaptive.

Consistency
management

Has to be implemented
among backup machines

Avoiding or;\)han message‘s

L
| Strategies like active or
passive replication

Can be easily implemented

C. Comparison of Common FT Techniques in Cloud
and Distributed Computing
Comparison of FT techniques in both cloud and

distributed computing is illustrated in Table III. A

detailed comparison of Reactive FT techniques and1

lcommon in both types of computing is highlighted.
Comparison is performed on the basis of crucial
features and type of fault detected. Comparison is done
on retry, replication, check pointing, job migration and

‘task resubmission.
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COMPARISON BETWEEN CLOUD ANQ DISTRI]%UTED COMPUTING FT TECHNIQUES

Cloud Computing |

| Distributed Computing

FT Techniques
Type of fault detected

Type of fault detected Key Features

1
Key FeatL‘lres
|

Retry

Host failure
Network failure

Job is retried on'the same |
resource. | |
Time inefficient.

Task Crash failure

Cannot handle user defined
exceptions

Exploiting task's stateless and
idempotent nature

Process failure

More resource u‘tilization ‘
Time efficient

K crash

P The task runs oerarious vV ° Host crash ° Enhance performance and
Replication I\Ir;)((i:zslfailure Instances at the same time. ° Network failure availability.
More resource u{tilization. ‘ . Multiple copies available
° Inconsistency
| | ° Expensive
‘ ‘ ° Bigger application will take
Effective for loqg running ‘ more time
PR Application applications. L . . Consistency.
P . . L]
Check Pointing failure Provides efﬁme]Pt resource ‘ Application failure o Identification of user in some
utilization cases such as user triggered
| | check pointing.
L If job cannot be executed on '
glijlzlrlgatmn same machine tl}cn it can be L . Host crash . Db di fail
Job Migration . migrated to different machine. e Network failure oes not support diverse failure
Node failure recovery mechanism

Application

Job is retried on‘same or ‘
different resource.

Host failure

Cannot handle user defined

failure
° Node failure

Task Resubmission .. 3
° Time inefficient

o More resource utilization.

®  Network failure exceptions

D. Discussion |
It is found through intensive literature review that
two basic polices of FT are proactive and reactive FT.
However reactive FT policy is considered only for
comparison of cloud and distributed computing. Some
reactive fault tolerance techniques are common in bot
type of computing such as Retry, Replication, Check
pointing, Job migration and task resubmission. |
Retry in cloud computing is time inefficient andW
host and network failure are type of faults detected.
Retry in distributed computing cannot handle user
defined exceptions and task crash failure is a type of
fault detected. When Replication is used, type of faulg
detected in cloud computing is process and node failure]
and in distributed computing is host crash and networlﬁ
failure. In Cloud computing replication can run task on
various VM instances at a time and more resources are|
utilized. In distributed computing replication exploits
task stateless and in idempotent nature. It enhances
performance and availability but is inconsistent and
expensive. Check Pointing is a technique in which
application failure occur in both type of computing as a
type of fault. Check pointing is effective for long
running applications and provides efficient resource
utilization when used in cloud computing and is
consistent when used with cloud computing as well.‘
Check pointing may provide identification of user in
some cases. Application, node and process failure
occur in cloud computing and host crash, networ
failure and K crash occur in distributed computing in
case of Job Migration. Job migration is time efficient
but utilizes more resources and job can be migrated t
other machine in cloud computing. It does not suppmj

‘diverse failure recovery mechanism in distributed
system. In cloud computing application and node
failure may occur. Task resubmission is done which is
time inefficient and it requires more resources as well
as job is retried on same or different resource. In
distributed computing task resubmission cannot handle
user defined exception and host and network failure are
types of faults that are detected.

| V. CRITICAL EVALUATION

| A comparison of common fault tolerance
echniques in cloud and distributed computing is
erformed and critically evaluated as follows:

o  Cloud Computing

The cloud systems still cannot provide there

liability, robustness and quality required for the

rocessing of numerous work flows[ii]. Fault tolerance
fechniques are complex and inter-dependent which
ineed careful analysis and consideration. An autonomic
fault tolerance mechanism is needed by using various
constraints in cloud systems. Through the intensive
literature review and comparative analysis several
limitations of fault tolerance integration of cloud
environment are stated below;

Different genres of systems in the cloud
environment is the major difficulty to focus on the
faults. During job migration job is transferred to
different machines, if it cannot be executed on same
machine. So an efficient fault tolerance technique is
needed. FT technique will not be effective if different
VMs run multiple instance of a job [xxxiv]. Replication
‘is a technique which divides task on various machine
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is completed on remote computers, error chances arej
increased. When task resubmission is used job is retried
on same or different machine which is inefficient and
utilizes more resources. Interpretation of changing
system state is difficult since cloud environments are
dynamically scalable, provide virtualized resources as
a service. Check pointing will be difficult to save
system state in regular and irregular time intervals.Host
and network failure is the major issue of retry technique‘
of cloud computing based on network connection. |
network breaks down whole communication of data
will stop.
o Distributed Computing

Taking checkpoint in distributed environment is a
difficult task as any random set of checkpoints cannot
be used for recovery. Since the checkpoints used for
recovery must form a reliable global state. Replication
enhances redundancy in a system. Duplicate copies
give rise to inconsistency as various users may updat
diverse files. A huge number of replicas is required for
high level of consistency since low quantity of replicas
affect the performance and scalability. The mai
disadvantage is duplication of backups since the
backups increase and the management cost upsurges to|
a great extent when faults are higher. Drawback of
using retry or task resubmission technique is that i‘J
cannot handle user defined exceptions. Job migration|
does not support diverse failure recovery mechanism. |

IV. LIMITATIONS \

The study is limited to focus on reactive FT
techniques only. A detailed study on proactive fault
tolerance techniques is required to be done to pinpoint
the most effective and potent technique.

Cloud and distributed computing has become
influential computational technology over the last few
years. Reliability and availability of the systems are of
the most important requirements. Since a competent FT,
method is necessary to guards the system from failures
or faults. FT system is one of the foremost parts of any!
system as it guarantees the system to continue its
working during fault or failure. Two major components
of fault tolerance are failure detection and recovery. Inl
this study different stages of fault tolerance are
highlighted. Hardware fault tolerance guarantees the
extra backup of hardware such as CPU and memory
Software FT ascertain rollback recovery mechanisms‘
and checkpoint storage. Every technique has some pros
and cons. Some techniques are advantageous while the]
others are costly. In this study some of the fault
tolerance techniques that are common in both cloud and‘
distributed computing have been identified and
critically evaluated.

V. CONCLUSION

S R

It is concluded that reactive FT policy check-
ppointing is the optimal among all the techniques in both
type of computing. The study also affirms that

roactive FT policy redundancy is remarkable in terms
of availability. In case of node agility or node failure
check pointing improve performance and makes
‘system fault tolerant. Furthermore, it depicts that there
is necessity of a more effectual and reliable technique
which is cheaper than the prevailing techniques. In all
these techniques, accurate, reliable, and pure adaptive

ultiple failure detector mechanism is needed. To
achieve reliability, future work will primarily be
motivated to evaluate the benefits of FT services over a
‘cloud and distributed environment.
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Abstract-The cloud computing environment, in which‘
virtual resources/machines are made available over thel
Internet, is a smart option for many real-time
applications. However, there are a number of critical
problems that need to be addressed to successfully use
cloud computing for real-time applications. One of the
challenges is the allocation and scheduling of real time‘
tasks on the virtual machines. In this paper, we modeled
the task allocation and scheduling problem as a binary
optimization problem. The differential evolution (DE)‘
algorithm has been customized to solve the problem. Al
detailed experimental study has been conducted to
investigate the solution quality of DE algorithm. The
results show that DE performs better than the greedy,
and the genetic algorithm (GA). ‘

Keywords-Cloud Computing, Real-time Systems, Task
Scheduling, Genetic Algorithm, Differential Evolution

I. INTRODUCTION |

Cloud computing enables virtual access to shared
computing over the Internet on the basis of usage cost
[i] making it an appealing option for many
organizations [ii - iii]. Cloud-computing services are
offered in three standard models: Infrastructure as
Service (IaaS), Platform as a Service (PaaS), and
Software as a Service (SaaS) [i]. In IaaS model, d
service provider provides automated and scalable
computing infrastructure by hosting applications and
making them available to customers on the Internet. |

A PaaS model offers hardware resources such as
server & networking infrastructure and software
resources such as operating system & application|
programs for the application development. The SaaS
deals with the management and deployment o
software through a virtual environment that can bel
rented by the users as per demands. This study focuses
on laaS model in which cloud resources can be‘
subscribed in the form of Virtual Machines (VMs) to|

‘application environment comprising of a certain
lcomputational power, storage, and communication
[:sources. The VMs may be heterogeneous, that is, they
ay have different computational capabilities. The
cloud computing is a smart option for many real-time
applications (e.g., object detection, navigation control,
complex applications, monetary systems, etc.) [iv]. A
real-time application may comprise of a number of
tasks precedence constraint and deadlines, that is, a task
can execute only after the completion a number of other
tasks. A careful scheduling of tasks on VMs is
important to utilize computing resources effectively
[v]. This gives rise to a well-known NP-complete
roblem referred as task-allocation problem [vi].

This paper models the task allocation and
lscheduling as an optimization problem. The model
captures both the processing and data transmission
costs. The task precedence relationships and deadlines
lare considered as constraints. This paper adapts
differential evolution (DE) algorithm for the problem.
‘A two-dimensional topology preserving solution
lencoding scheme is used. The DE algorithm has been
empirically studied and compared with a number of
other algorithms for their relative solution quality.
|  The remaining paper is organized as follows.
Literature review is presented in Section 2. Section 3

resents our system model and problem. The proposed
algorithm is presented in Section 4. The performance
and comparison of results is given in Section 5. Finally,
conclusion is given in Section 6.

| Numerous research studies on task allocation and
scheduling in cloud-computing environment have been
eported in the literature. These studies are primarily
focused on optimized use of energy/power, make span,
economic cost, and achieving the required level of
‘quality of service (QoS) [vii - x]. A scheduling
algorithm improvising QoS metrics, such as load
Lbalancing, average latency, and make span, have been

II. LITERATURE REVIEW
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proposed by Wu et al. [viii]. In their approach, tas@
(processes) having higher priority are allocated first. Al
multi-objective QoS workflow scheduling algorithm is
proposed in [xi]. Jang et al. proposed a genetic‘
algorithm to deal with task scheduling problem and|
maximize overall QoS [xii]. The profit maximization
was addressed by Lee et al. [ix] who worked on
maintaining adequate level of QoS by using scheduling
algorithms.

An efficient task-scheduling algorithm based onl
non-linear programming method is proposed by,
Razaque et al. [xiii]. They used the availability otl
network bandwidth for task scheduling and allocation
to VMs. In [xiv], Min-Max and Min-Min algorithms‘
are proposed. The algorithms proposed in [xv] by Li. et
al. dynamically adjust resource allocation at the runl
time. A differential evolution algorithm to reduce make‘
span and overall cost is proposed by Tsai et al. [xvi].
Cuckoo Search Algorithm, Bat algorithm and many|
other meta heuristics algorithms have also beerﬂ
proposed for the task allocation problem [xvii - xx]. All
the work mentioned before does not explicitly models|
allocation and scheduling of real-time tasks.

Liu et al. [xxi] proposed a procedure for dealingJ
with real-time tasks. The objective is to maximize the|
total utility in a non-preemptive schedulin
environment. Their proposed algorithm showed bette%J
performance as compared to traditional scheduling
algorithms and Earliest Deadline First (EDF) strategy.
The real-time task allocation problem was addressed b
Kumar et al.[iv]. The constrained optimizatioq
modeling was based on execution speed and cost on
different VMs. The authors then proposed a temporal
overlap using a greedy approach. They, however, di
not consider the communication cost in their model.
Deniziak [xxii] proposed the scheduling scheme of soft
and real-time applications. The objective is to reduce‘
the total cost by using genetic algorithm.

Unlike the previous work, our work is focused orl
minimizing total communication and processing costs‘
for real time tasks. The operators of differential
evolution algorithm have been specialized for thel
problem and two dimensional solution encoding
scheme. ‘

III. SYSTEM MODEL AND PROBLEM

Suppose there are finite number of real-time tasks,|
T = {t, t,,...ty} to be assigned and scheduled on M
virtual machines. The computation speed (measured in
clock cycles/unit time) and cost of a virtual machine m k‘
are denoted by s,and c,respectively. Each task ¢, € T'ig
characterized a pair (w,d;) where w, is workload (total
clock cycles required) and d, is the deadline. Task in 7
may have precedence relationship. The quantity of data
transferred from ¢ to 7 is denoted by v;. We further
define Pre (1)) =

F{tj|tj €T,e; €EE } as sets of tasks that are immediate
Predecessors and are immediate successors of 7,
respectively. Also, aPre(t) = {1, 1, 1,.., t,} is the set of
predecessors of task 7, if {e;, e...e(,.,),, €, € E and Pre
(1) = ¢}.

|  Now, the time required to execute task #,&7 on a
‘Virtual machine m,, denoted by ET,, is given by
[xx-xxiVv]

ETik =
Sk

(M

L
|

| Wheres, denotes is the speed of the VM m,. The

Latest Start Time (LST,) of taskz, and Earliest Start Time
of task t, (EST) can be given by Equation (2) and (3),
espectively [xx- xxiv].

\
LST, = d, — ET,

| @
| max {FT, |

ES]: — JjePret;) (3)
| 0 if Pre(t,)=¢

If ST, and Et, denote the actualstart time and
&)rocessing time of task 7, on the VMm,, respectively,

then the finish/completion time of task 7(FT)) is can be
‘Calculated by the following equation [xx]:

FT,=ST.+ET,
|

“)

Since a cloud service providers charge a cost of C,
for leasing a VMm, for at least L units of time in
Iminutes and hours etc. irrespective of the actual usage,
‘the execution cost of task 7, on m,, in case no other task
isreserved on the same VM, is given by

‘ECik = ’VETI"

i -‘ka

The total cost of executing all the tasks is given

N M M
Z Z Zinkxxﬂxviij,d (6)

i=1 jePre(t;) k=1 I=1

)

cox) =
\

Where X represents a matrix of MXN order whose
entry x, = 1 if task ¢, is booked on VMm,, and x, = 0
otherwise. The parameter b,, denotes the data
transmission cost/unit data between VMssm, and m,. If
two VMs reside on the same server, then data
Ltransmission costis taken as zero

| The total execution cost for the task set 7' is given

p:

N M
EC(X) = Z Z_:xik x ECik (7

| Total cost, T7C (X), can be calculated by adding



Technical Journal, University of Engineering and Technoldgy (UET) Taxila, Pakistan ~ Vol. 22 No. 4-2017
ISSN:1813-1786 qPrint) 23‘13—7770 (Online)

= 1
|
TCX) = CAX) +TC(X) ®

The objective is finding an X that minimizes 7C(X)
[xx - xxiv]. ‘

CC(X)and EC (X),thatis

Thatis, ‘

Minimize 7C (X)=CC(X)+ TC (X)

Subject to: \

3 for each i, 1<i<N ) |

=1

2 |
FT, <d for each i, 1<i<N (10) |

ST, > EST, for each i, 1<i<N (11) |

The limitation of reserving and scheduling each‘
task on exactly one VM is represented by equation (9))
The constraint (10) specifies that each task must meeﬁ
its deadline and the last constraint (11) ensures that a
task can start only after predecessor tasks. |

IV. PROPOSED ALGORITHM ‘

Differential Evolution (DE) is a populat10n based‘
algorithm adapted to solve our problem xxii]. The
algorithm itself consists of three main operators,
namely the mutation, crossover and selection. The
mutation and crossover operators are used to produce‘
new vectors (solutions), and the selection operator
determines whether a vector can move to the next
iteration or not. Since it is a population-based
algorithm, the initialization of solutions is required to
start executing. Fig. 1 shows the adapted DE algorithm.
The solution encoding, generation of initial solution,
and DE specific operators are discussed in the
following sub-sections.

Step 1 Generate initial population

Step 2 Evaluate the fitness of each vector

Step 4 while (not termination condition) {

Step Sfor each parent xlk' {
Select the target vector xX randomly
Select two distinct vectors x¥, x¥randomly
for each element j produce the trial vector

vI+1 using

vk+1

k
ij  — x31 +F(x1} - xzj)

1
s

Step 6 for each element j produce the offspring u/;"*
using
i
K
xf
k+1 f k+l
ij

k+1

U

vt if rand < CR
- Otherwise

Step 7 Replace x¥ with ujj is feasible and

better

Fig. 1. The proposed DE algorithm

"4 Solution representation and initial population

| generation

In the proposed DE algorithm, a solution is
lembodied by a two dimensional array. The first row ofa
chromosome represents tasks in their topological order
(from left to right) and the second row represents the
‘corresponding virtual machine number on which a task
is to be executed, as shown in Fig. 2. The topological
ordering of tasks ensures that a schedule conforms to
the task precedence constraint. Initial population is
generated (step 1 of the DE algorithm) using the
algorithm given in [xxiii].

‘ Task | TO | Tl | T2 | T3 | T4 |
WM | s o [ 2 T 5 ]

| Fig. 2. A representation of schedules in terms of a
‘ chromosome.

B.  Mutation Operator

| For each parent x/ in generation , a target vector

‘xé‘is selected along with two other vectors x¥ and x¥
Ibelonging to the same generation k, with i; # i # i3

(Step 5 of the DE algorithm). The mutant vector v+
calculated atstep 5 using the following formula:

Wkt = xk 4 Fxk — xb) (13)

| Where, F ((F € [0, 2]) is the mutation factor used
to control the amplification of the differential variation.
Fig. 3 shows an example of producing a mutant vector.
Since our problem is a discrete optimization problem,

we take only the absolute integer part of each v;;
denote the virtual machine number.

k+1 to

[ 0 | T1 | T2 T T3 T T4 ]

Vector2 [ 0 | 3 | 2 | 0 [ 1 ]
T0 [ T3 | Tl I T2 I T4 |

Vector3 0 | 0 | 1 | 2 | 0 ]
[ TO I e | TI | T2 | T4 |

Vector4 [ 0 | 0 | 1 | 2 [ 0 ]
M | T0 [ T3 [ Tl [ T2 [ T4 |
ot o 5 1 e

| Fig. 3. DE mutation performed on three distinct
g p
‘ vectors assuming F=0.5

C. Crossover operator
‘ The crossover operator combines elements from
Parent x} and the mutant vector v} in order to create an

‘offspring uf (Step 6). This step is applied with a
Frobability CR using the following formula:
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B {vikj“ if rand < CR
=1k

Otherwise
D. Selection Operator

K
If the offspring wj is feasible, its fitness is
evaluated and compared with the fitness value of the

xk kst
parent vector i . If the fitness of offspring “i/ is
higher than that of parent's fitness value, then offspringl

ufi™ replaces th hati |
J replaces the parent (Step 7). Thatis

LR {uf‘“ if fitness(uf*?) < fitness(xk) (15) |

! xf Otherwise |

|

V. SIMULATION RESULTS AND DISCUSSIONS‘

The performance of the adapted DE algorithm was
investigated and its performance was compared wit
standard genetic algorithm and greedy algorithm
[xxiv]. All the algorithms were programmed using C++
and executed on computers with Intel i7 processor, 8‘
GB RAM and Microsoft Windows 10 platform.

As per other studies a standard approach of datal
generation was adopted. The set of tasks to be
scheduled were generated as DAGs using the TGFF‘
utility [xxiv]. The number of tasks in a DAG wasg
selected randomly between 10 and 300. The workload
were generated for the tasks within the interval of [10,
4500] as used in a previous study [iv]. The tasks were;
also assigned deadlines using the technique suggested
in [xxv]. The volume of data exchanged between tasks
was randomly generated and was in the range 50 - 1500,
The total number of accessibleVM was 50. Different
set of values were assigned randomly for cost and speed‘
of the virtual machine as given in [iv, xvi, xxvi]. The
transmission costs/unit data between the VM were also
generated intherange 1 - 5.

The greedy algorithm for each input combinatio
was executed once. However the genetic algorithm and
the DE algorithms were run for 30 times for each input
combination. This is a standard practice for analyzing
the performance of iterative heuristics. The parameters
used for GA and DE are given in Table I.These
parameters were selected after performing parameter,
sensitivity analysis for both GA and DE for DAGS‘
having 5, 10 and 15 tasks each. |

TABLE I \
PARAMETER SETTINGS FOR GA AND DE

Algorithm Parameter Setting

Population size: 40
Parent selection: Roulette-wheel
Crossover rate: 0.8
Mutation rate: 0.05

Genetic Algorithm

Population size: 30
Mutation factor: 0.5
Crossover rate: 0.8

Differential Evolution

Table II give value of the cost function obtained by
each algorithm. For DE and GA, the average cost for 30
independent run is reported. The results show that

erformance of the greedy algorithm is the worst as
compared to GA and DE for all the test cases. It can also
be observed that DE outperforms both the greedy as
well as GA algorithm in terms of quality of the solution.
The Wilcox on matched pair test indicates that solution
quality of DE algorithms is statistically significant. In
addition, the results also showed that DE's performance
is more stable among different independent runs as is
evident from with a low standard deviation value as
compared to that of GA. The percentage improvement
of DE over greedy and GA is shown in Table III. The
results indicate that the improvements achieved by DE
bver the greedy algorithm were extensively high
16.65% to 45.87%. The percentage improvements of
bE over GA were in the range of over 5.17% to almost
[15.99%. The results indicated that all improvements
‘achieved by DE were statistically significant.

TABLEII.
COMPARISON OF COSTS OF GREEDY, GA, AND DE
ALGORITHMS

No. of Tasks Greedy GA DE
10 41.28 30.52 28.30
20 94.13 79.35 75.45
40 210.24 162.71 149.26
80 438.82 345.60 316.27
100 480.91 405.35 349.47
200 689.62 632.15 591.20
300 1015.36 892.72 834.75
1200
1000 |~ Greedy /
800 GA / 7
5600 DE 7
~ Y/
400 / /' 7
200 /l’
0 = |
10 20 40 80 100 200 300
No. of Tasks

| Fig. 4. Graph plotted using No. of Tasks and Cost of
Algorithms
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TABLEmG 1
PERCENTAGE IMPROVEMENT OBTAINED BY DE OVER ‘
GREEDY, AND GA

Tasks DE vs. Greedy DE vs. GA
10 45.87 7.84
20 24.76 5.17
40 40.85 9.01
80 38.75 9.27
100 37.61 15.99
200 16.65 6.93
300 21.64 6.94

V. CONCLUSION AND FUTURE WORK |

Task allocation and scheduling on Virtual‘
machines in a cloud computing environment is a well{
known NP-hard problem. This paper presented th
differential evolution algorithm customized for solving
the task allocation and scheduling problem. The
solution encoding scheme and various operators of DE
are presented. The experimental results show theJ
performance of DE is significantly better than the
performances of the greedy as well as GA algorithms in
terms of solution quality. As a future work, we intend t
test the performance of the DE algorithm with other
population based algorithms. Developing hyper
heuristics can also be another future direction. |
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Abstract-Internet of things is novelemerging Interne
based system for the exchange of information to
provide efficient services regardless of time and place)
IoT technology is playing a vital role in the curren
environment due to its wide spread applications in
every domain of life like industrial, social, health care]
and domestic applications. IoT directly affects the
security and privacy of all its involved entities as‘
reported in the literature. Therefore, this study aims to|
propose a Security Enabled Model to provide secure
end to end communication in IoT environment.
Intensive literature review has been conducted to
identify and investigate various security and privacy
challenges encountered by the IoT environment
Proposed model ensures security at each layer of IoT,
These layers includes I) perception layer which
provides authentication process for the identification of
fake objects ii) network layer that emphasis on dat

security process through cloud platform and iii)
application layer which provides authentication for thel
end users. Results show that small sensing devices nee

to be highly focused in order to make them more secure
and lightweight encryption techniques need to bel
developed. Furthermore, sensing devices are require

to be more secure and protected from unauthorized
access. |

Keywords-: 10T, Object Identification, Authentication,‘
Security Enabled Model |

Internet of Things (IoT) include Smart devices,‘
sensor networks and wearable devices with the purpose
of exchanging information and services whereas sensotf
networks are the key for creating smart environments
[i-v]. IoT systems are growing rapidly due to the rapid
increment of wireless networks and enhanced range oft
sensing devices. [oT technology deals with millions
and billions of sensing objects, machines and virtual
entities that interact with each other. IoT technology il
rapidly gaining attention by the practitioners and it is
expected to have more than 100 billion interconnected
IoT devices by 2020 [vi-ix]. In IoT data is collected
from sensing objects that contain bulk data of‘
structured or un-structured format that is managed

I. INTRODUCTION

|
through cloud platform services [x]. Collected data is
transferred from objects to server for the storage and
processing so that data would be available for
‘Visualization. IoT data resort towards cloud for the
outsourced processing, storage that has brought a series
of emerging challenging of security and privacy [ii, xi-
iii ].

IoT is heterogeneous in nature (as shown in Figure
1) that increases complexity of security and privacy
rmechanisms so enhanced security protocols and crypto
system are required [xiv] in order to ensure the secure
interaction between the objects. Therefore, security is
one of the key challenges that must be inhibited in order
to drive IoT in real world. Moreover, security
incidences that are resulted from bugs are software
vulnerability that can cause huge damage to the whole
networks. Vulnerability leads to a lot of more backdoor
issues and let hackers attack on the network. Security
challenges of IoT technology include object
identification for fake objects, authentication, trust
Imanagement, data confidentiality, network security
‘and access control [i, ii, vi, xi, xv-xxxi]. The first

malware issue in [oT was reported in 2013 [xxx] which
ﬁlighli ghted the need to create a secure environment for
small IoT objects to protect them from malicious
attacks. Traditional symmetric and asymmetric
encryption key distribution schemes cannot be applied
to billions of ToT devices. Hence, a novel reliable and
scalable key management scheme is required that leads
o seamless interoperability between different
networks and is vital for [oT system integration of big-
data in cloud environment [xxiv, XXXii-XXXiV].
Therefore, this study focused on the identification and
lanalysis of security challenges encountered by each
layer of IoT architecture. Furthermore, this study
contributes to fashion by proposing a novel model in
order to cope with the end to end security challenges
confronted by the IoT technologies through
identification of each object.
| This study is alienated as section 2 provides
literature review of current security and privacy work
in 10T, section 3 discusses identified challenges and
Section 4 delineates the proposed model. Whereas
Section 5 elaborates future work and Section 6
concludes the paper.
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|
Intern‘et
of Things

Fig. 1. Fundamental elements of [oT

The term IoT was coined by Kevin Ashton [ii, xii,|
XXXV-Xxxvii] in late nineties. According to another‘
definition[v] [oT is“A world where physical objects are
seamlessly integrated into the information network,
and where the physical objects can become active
participants in business processes. Services are
available to interact with these 'smart objects' over the
Internet, query their state and any information1
associated with them, taking into account security and
privacy issues”. To Extend IoT include various
technologies and sensors by which it facilitates
exchange of things, such as goods, information and‘
services between machines and human beings in more
reliable and secure way. IoT sensor objects have simple
structure, processors and high heterogeneity. lo
system collects real time data from Radio Frequency
Identification Devices (RFID), public security, Laser
Printer and Scanners, Global positioning Systems
(GPS), logistics, intelligent building, healthcare‘
including sensors such as body sensors, infrared
sensors, Smart Meter, environmental monitoring and
other embedded sensing devices etc. [ii, viii, xv, xvii,
xxvii, xxxi, xxxviii-xI]. Then collected data is
processed for identification, control of objects and
management. [oT technology must have three
characteristics that include reliable transmission of
data over the network, intelligently processing the data
before storing in data centers and comprehensive,
perception of store data from everywhere [xxxi].The
cost of sensor objects effect all the working, if cost is‘
too low it reduce the performance of overall network
and make it less secure. High cost sensor objecﬁ

II. LITERATURE REVIEW

improve the performance as well as increase cost of
etwork maintenance. Fog computing is a new
emerging trend which aims to reduce persuading
service through moving the cloud services towards
‘edge of the network. In recent years fog computing
Wision and key qualities have been outlined by many
researchers. Fog computing is a stage to convey a rich
portfolio of new applications and services at the edge of
the system [xlii, xliii]. ~Generally, 10T structure is
separated in three type of layers that include
'Application, Network or Transmission and Perception
layer [xxxi]. Perception Layer intends to acquire,
collect, process and store data from different wired or
wireless objects [xli]. Data is collected from physical
lworld that include different sensing devices, networks,
ID tags, wearable devices etc. Moreover, these
devices monitor state of the physical environment and
store it continuously [xii]. Perception layer is the initial
source of IoT system that includes different
technologies for the collection of data including short
ange radio technologies, device identity, signal
detection, and connection with devices. The collected
data is transferred through the network/transmission
layer using Bluetooth, 2G, 3G and other technologies.
ata is transferred from one place to another based on
traditional communication networks for the integration
of perception and communication networks [xli].
Network/transmission layer transfer data to the
application layer that intends to process data and
anagement of services [xli]. Application layer
provide various services to all kinds of its users.
Requirement of privacy and security in [oT
Lrechnology is most important concern for its
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stakeholders. ToT structure must support i@
characteristics for protecting data from unauthorized
access. Each layer of [oT structure face challenges for
providing security and privacy. These issues of [oT are
directly related to its wide spread systems and
applications. Fulfillment of these requirements is quite‘

difficult and requires different technologies to meet
security and privacy goals. The challenges that IoT
structure is facing at each layer have been identified
land depicted in Fig. 2. Identified issues/challenges
must be resolved for providing a secure and protected
‘IOT system.

i Dat . \
Physical lqentlt.y N a. Wifi LAN Internet O Monitoring Logistics Platform
Security sehidig o Security Seculfity Sedurity il Security Securit Securit
Security Security Security y y
\ !
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e

‘ Management
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\
Fig. 2. IoT Architecture‘concerning Security and privacy

Many researches have proposed Architecture of this
masive foundation of fog computing and storage and it
also manage administration of the Fog objects. It is
predicted that in coming years Internet of Everythin
(IoE) gadgets will be furnished. IoE will have wireless
network interface cards for each heterogeneous devicel
that include remote system interface cards through1
which energy efficient transport protocols will be

designed|xliii]. \

TABLE | |

COMPARISON OF IoT SECURITY ALGORITHMS |
Algorithm Function Reference
AES Confidentiality [, 1i]
ECC Digital signatures [i]
RSA Digital signatures [i]
DH Key agreement [i]
SHA Integrality [i]

So far there is a notable and generally trusted suite|
of cryptographic algorithm connected to web security
conventions as shown in Table I. Advance Encyption
Standard (AES) has been used to maintain thej
confidentiality. Rivestshamiradelman (RSA) anﬁdL

\

Elliptic curve cryptography (ECC) algorithm has also
H)een used to encrypt data by using digital signature and
key transport in the network. Diffie Hellman (DH) and
Secure Hash Algorithm (SHA-1/SHA-256) are used to
maintain the integrity in the network. The importance
lof security and privacy related requirements have been
addressed [xxix, xliv] for enterprises which have
adopted IoT technologies. Furthermore, technologies
for enhancing privacy, legal courses of action and state
law scenarios have also been discussed. An other effort
has been made[xxiii] in furnishing diverse levels of ToT
‘security. Whereas a model for the perception layer have
been placed forward for attacks. Later on [xxxi] a
description was provided about IoT security
‘architectures with their features and state problems
related to diverse layers of IoT. Moreover, eachloT
layers' security measures have been discussed to
E)rovide better mechanism for security. Afterward each
f[oT layer security problems with solution have been
outlined [xx]while security architecture was proposed
and various security issues of loT at various platforms
were addressed [xxx]. A concise description of major
‘challenges was proposed for full expansion of IoT
devices and access control mechanisms for distributed
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devices werealso proposed for capable distributeﬁ
devices [vi]. Subsequently, [xv] literature highlighted
diverse aspects of [oT including existing security issues
and open research challenges were included. Later on,
[xiv] research provides an impetus for designing and
developing security techniques for IoT Computer-
Aided Design through highlighting different physical
IoT devices challenges and opportunities. Additionally,
privacy and trust relationship have been analyzed
[xviii] while a formal model was proposed to link
privacy with trust and it maps their relationship to
maintain privacy relation in IoT systems. A confined
solution to the security challenges of IoT had been
proposed [xxvii] which focuses industries only. On the
other hand, [xxvi] researchers proposed a trust
management system considering the unsolved IoT,
security challenges. An efficient and scalable
encryption protocol and protection techniques for
heterogeneous devices was also proposed [xvi].‘
Whereas social aspect of implication of [oT in society
was addressed including confidentiality and
authentication etc. [xxii]. However, issues associated|
with secure packet forwarding includes privacy
protection, authentication, cloud-based IoT cell phone
technologies, their architectures and their requirement
for security and privacy were also identified [xi].
Various challenges and solution of security, privacy,‘
trust and robustness in location based devices have also|
been tackled [xvii] further it emphasized a wide range
of policy regulations, privacy features in localization
base devices for providing more secure and robust
services. |

Current literatures have only discussed the
security and privacy challenges being faced by thel
diverse layers of IoT environment. Different security,
and privacy challenges of IoT system have only been‘
discussed. Moreover, the existing models are confined
to highlight the challenges without providing any
mechanism to solve them. To the best of review and‘
knowledge, there is no such security model that cover
each layer's challenges [xxiii]. Therefore, the model
proposed in this study ensures security at the diverse
layers of IoT that has never been done before. \

A.  Security |

Current research in IoT does not properly|
investigate security and privacy requirements for
maintaining users trust. The main focus was to outline‘
the challenges encountered by research community but
no significant mechanism was devised to deal witlg
problem[xx, xxvi, xlv, xIvi]. Existing [oT environmen
devices have no prior knowledge about one another sol
it is a big challenge to identify fake objects. Hackers‘
and intruders have bad intensions for accessing devices
data and changing information and software in [oT that
can affect operational behavior of connected devices.

=

‘Another challenge was to avoid user's privacy misuse
[xxvi, xliv]. According to the review, Smart phones
were sensor based devices that contain GPS, embedded
sensors, proximity sensor, and gyroscope that are prone
to security flaws. These devises lack data security and
rivacy in many cases [xvi, xli]. The critical areas of
IoT include providing users personal data security, its
availability, and query privacy, providing security at
the vast collection of data and then protecting against
legitimates is the critical challenge of IoT. Since IoT
fformed by the smart objects with autonomous facility
‘in real time and spread the services all over the world, it
required suitable solutions for ensuring the security
goals of confidentiality, integrity and availability [xiv].
To ensure the availability to right people, strong access
control and authentication systems with footprint
supported by smart devices was highly required.

B. Privacy
Privacy includes personal information about
identifiable participants. In [oT, increasing amount of
participants, data, and communicating devices led to
the need of privacy preservation mechanisms.
roviding privacy of data were critical topics in sensing
devices [x, xiv, xxvi, Xlvii]. Technical approaches were
equired for the protection of participants' data. Next, in
[oT main challenge was to provide application data
&)rotection, identity and access management, firewall,
data encryption, privacy enhancing interaction, Radio
H-‘requency Identifiers (RFIDs), Global Positioning
System (GPS) and Near Field Communicators (NFC)
which contain important characteristics associated
with participants location[xxi, xxvi, xlviii-1].
Sometimes participants want to hide their personal
information regarding location etc., but In IoT
environment it becomes difficult to hide location on
h)articipants demand. So, as per the researcher, a
trustable system was one that has analyzed all the risks
and whose security and privacy issues had been settled
[xxvi, li]. Trust look upon to the users 'faith’,
[expectation’, 'anticipation’, 'confidence' and belief on
the consistency and reliability of all the services
rovided by service providers. A trustable system must
insure its users that their data would be with authorized
service provider [xviii, lii].New Privacy Enhancing
echnologies (PET) had been developed for achieving
these goals such as Virtual Private Networks (VPN)
that is established by groups business partners,
Transport Layer Security (TLS) TLS connection was
required for providing confidentiality and integrity,
DNS Security Extensions (DNSSEC) use shared public
and private keys for providing integrity and
authentication, onion routing encrypts data in multiple
layers and wrapped it with covers of encrypted data and
Private Information Retrieval (PIR).But providing
‘security to all objects had become difficult in IoT
environment[xxix, liii].
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~ Hence, a novel reliable ;ndiscaﬁbleisealrig ~lidentify objects uniquely [xxviii, xxx].A proper object

model is required to authenticate each and every object
that become a part of IoT environment that leads to
seamless interoperability between different networks.
Therefore, this study focused on the identification and|
analysis of security challenges encountered by each
layer of IoT architecture. Furthermore, this stud

contributes in such a manner that proposes a Securit

Enabled Model in order to deal with the security
challenges confronted by the IoT system througH
identification of each object. Proposed model includes‘
security at each layer. |

I11. IDENTIFIED SECURITY AND PRIVACY ‘
CHALLENGES |

Currently billions of people daily use internet but
there are only few people who have knowledge of its
working. Internet of things (IoT) connects various
heterogeneous devices through internet that capacitate|
IoT devices with new capabilities. The amount of these
heterogeneous devices is increasing every day that lead
towards less reliability, adaptability, security and trusg
[xi, xxii, liii].Traditionally, the security mechanisms
can't be devised to IoT technologies, because of its‘
diverse communication standards and protocols. So|
these devices may not be protected under these
mechanisms. These devices can be attacked and‘
analyzed to reveal personal information. Security and
privacy of users data needs to be ensured to stop access
of illegitimate users along with access control,
integrity, validation and verification mechanisms,|
Security challenges include object identification,
authentication, authorization, privacy, security‘
protocols, software vulnerability, privacy, malware i
IoT etc. To provide most secure and reliable networks at
alow cost there are many more challenges to overcome.
Mostly security and privacy challenges are categorize
on the basis of their need, to overcome as quickly as
possible. The most important challenges are as follows:|

A.  Object Identification |

Objects are the building blocks of IoT that need tol
be identified physically or in the network [liV-lVi].‘
Sensor networks cover a huge area so adversaries can
monitor the transmission between objects and gainl
access to the overall network. Without data integrity the‘
overall naming structure of objects is insecure [xxx].
DNS cache positioning attacks can harm the overall
working of the network. Object identification is
important so each object can be uniquely identified.
Fake objects should be identified as soon as possible as
cach object signifies potential spot of attack. The,
network must be protected from physical or logical
attacks on devices and their data. Identityl
Management: The complex relation between
interconnecting things possess security challenge to

lidentification method is required to identify objects as
‘well as reflecting all the important properties of the
object. For these interconnecting objects identification
lof fake objects is most important. Many IoT devices
don't have suitable user interfaces for communication
to connect with each other [xxvii]. Therefore, a new
device is needed with appropriate user interfaces for
Providing suitable communication between entities.

Authentication and Authorization
How to achieve authentication and authorization
lof objects? For unique identification of objects
authentication and authorization can be achieved
through ID passwords, cryptography and database
ased access control [xxx, xxxi, lvi, lvii].
|Authentication can be achieved by cryptography
algorithm. To provide secure communication between
‘objects the interconnected devices need to verify
themselves through trustable services. Many open
research issues have been discussed for IoT objects'
secure identification but a deeper research and analysis
is necessity of the time. To uniquely identify all the
“things” in IoTa more secure identity management is
required.

c. Privacy
Due to the heterogeneity nature of the
interconnected devices it has become difficult to
accomplish user's privacy requirements [Xxi, XXxi,
ilviii, xlix]. Privacy is absolute human right which
includes the control over personal information as well
as what can be done with this information. It depends
fon the stakeholder to whom they want to share their
ersonal information or not want to share at all. In IoT
@rivacy is one of the most dominant challenges [xv].
IPrivacy Enhancing Technologies (PET) including VPN
that provide better data integrity and confidentiality are
new technologies for IoT devices [xxii, xxviii, XXX].
The privacy requirements for cloud coverage with IoT
devices should also be considered. Input privacy: The
input that users put should be kept private from
everyone even from authorized receivers. The user data
should be protected from the adversaries and attackers
{xi]. Output privacy: The authorized receivers should
e the only one that deciphered computation output and
it should only give access to its authorized user.
Function privacy: The underlying functions should be
private and protected from attacker and unauthorized
users. Location Privacy: Location privacy is the most
critical as if it is disclosed it will disclose all the

linformation of the user including user's personal living
abits [xi, xvii, xviii]. The Pseudonyms technique is
adopted here to hide user's location. However the
location is not directly protected. The adversary can
physically search most visited places of the user and
can getaccess to information[xvii].
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D. Network Security a

Network security of interconnected things spli
into object confidentiality, object authenticity, object
integrity, and object availability [xxviii, 1, lviii]. ObjeclJ
confidentiality must be provided as it prevents sensitivel
information leakage on internet. Providing security to
each layer increases complexity. Therefore, ne
Privacy Enhancing technologies (PET) have been|
developed for achieving these goals such as Virtual
Private Networks (VPN), IPSec and Transport LayerJ
Security (TLS). TLS connection is required for
providing confidentiality and integrity. Authenticity
provides proof of validity that claimed entity is the one
that it claims to be. It provides secure connection with
an authenticated entity. Integrity ensures thatno data is
lost or modified.

E.  Identity Privacy |
The fact of being the real user or claimed users
refer to the identity privacy that should be Well‘
protected from public/attackers [xvii, xviii].
Sometimes, in emergency cases when some dispute
occurs the privacy of information can also effect the|
scenario [xi]. Pseudonyms technique has been adoptec‘lJ
to overcome this problem. The periodic updating o
pseudonyms leads towards unbearable computational|
costforIoT. |

F Trust |

Trust is another crucial requirement of [oT due to
its distributed nature. Maintaining trust in IoT is very‘
important for its users. IoT must ensure sensing
device's trust, entity trust, and data trust [xviii, XXX,
xxxi]. Maintaining trust in the system for secure
interaction between objects is important. [oT structure]
is facing challenges for providing trustable system to its
users. [oT system must have decentralized models,‘
implementation of new trust mechanisms and new
applications maintaining trust for its users [XV].‘
Reputation management mechanisms will help to
maintain the trust of objects in the network. |

G. Removing or Adding Layers |
To maximize rewarded credits sometimes social|
groups of IoT users remove the layers connecting them
for forwarding this help them to reduce transmitters
that are sharing the reward is called removing layer[xi] |
To increase credits sometimes IoT users maliciously
bypass the path of forwarding packets between them byJ
increasing total obtainable utility and it is called adding]
layer[xi]. These attacks are dangerous for networks an
can lead towards huge loss of the private information.
We need better way of dealing with these attacks and
provide quick solutions if something bad happen. |

H. Forward and Backward Security |
Another challenge is to provide forward and

backward security in the network. The heterogeneous
nature of [oT make it necessary to provide security and
privacy for social formulated groups of users [xi]. It is
‘necessary to provide backward and forward security for
these users. The newly joined users must not have
access to the mails before they join the network. Same
‘goes for the users who left the network must not have
laccess to the mails.

I Lightweight Devices

|  Lightweight devices are another challenge as
sensing objects are very small and contain lightweight
rocessors that decrease the performance of network.
Lightweight symmetric and asymmetric key
management systems need to provide trustable services
o the user [xv, lix]. Lightweight encryption and
idecryption algorithms should be used to provide
security authentication [vi]. Designing lightweight
security algorithms, protocols and their
implementation is the key to tackle uncontrolled
‘surrounding conditions of ToT network.

U.  Object Compromise

Object compromise attack occur when some
‘adversary attack the sensing device and extracts all the
inecessary and private information of the user as well as
secret key [xi, xxxiv]. By gaining all the information
they can reprogram or replace sensing [oT devices with
Imalicious one that are under control of adversary. The
‘adversary can select any object to attack and can
damage the whole network.

|
| IV. PROPOSED MODEL

| Numerous sensors contribute from various
hardware platforms for the exchange of information.
IoT sensors engage people and communities in
lcollecting data but managing data security and privacy
‘with traditional techniques is a hard job. Current IoT
devices are protected using traditional techniques that
lare prone to error. Many industries are using small
sensing devices that are vulnerable to security theft and
Lnisuse of private data. Large scale implementation of
sensing systems increases new challenges of privacy
and security. Upon intensive review, it has been found
that there is lack of any such model which can provide
finest security system for small sensing devices of IoT.
In this section, a model has been proposed (as shown in
‘Fig. 3) namely Security Enabled Model (SEM) to
overcome security and privacy challenges in IoT
systems. Our proposed model detailed how small
‘sensing devices can improve their applicability in real
world scenario and eradicate the limitation of power
consumption factor.
| To illustrate the performance of the proposed
odel, it is assumed when the sensing devices generate
data from diverse places then that data has to be

ST
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visualized by end users. Hereafter, many end use@
request to view reports at the same time from server|
These objects are concerned about three aspects of
data: 1) Security and privacy mechanism 2) quic

response and 3) data quality. The proposed model is
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Fig. 3. Proposed Security Ehabled Model (SEM) for IoT System

|
A. Perception Layer
Sensing devices collect data that is transmitted b)J
using protocols e.g. Zigb towards the server system)
The signals that carry data travel through public places
so we need effective protection of data from bein,
monitored and intercepted. Most sensing devices arg
installed in places where it can be easily accessed and
monitored. The attacker can easily gain access to the
equipment and can physically harm these devices.
Currently, the most important security challenges otl
perception layer includes securing objects from being
captured by unauthorized user, being secure from fake
objects, protection from Denial of Service (DoS)
attacks, protection from routing threats, timing and
replay attack [xli]. We propose an authentication
process through which sensing devices must be
identified to make part of the network. Authentication!
process includes application Gateway for the checkin
of data sending sensors. Identification of fake object
will become easy through checking the contents off
sensing devices which they are sending. Firewal
provides secure packet filtering that will enhance
protection of data from internal and external networks
Load balancer and certificate distribution will enhance
security as each device must have the certificate ofl
being authorize and becoming part of the network
Through proposed authentication process the smal
sensors will be secure from unauthorized access to the
device information. Further, this model will enhance]
the power of small sensing devices in order to make

S -

\
‘them more secure and smart.
Network Layer
When large number of objects sends data at the
same time including fake objects, it can lead towards
oS attack in the network. Network layer security
challenges include: reducing compatibility problems
by providing data integrity and confidentiality,
Protecting privacy of user's, protection against DoS and
Man in The Middle Attacks etc. [xxxi]. Existing
internet security architecture is appropriate for the
humans but IoT environment includes machines and
humans so a new way of securing these devices is
ﬁlighly required. A new way of identifying objects is
ecessary as current [P technology cannot be applied on
[oT. IoT system is facing challenges in the transmission
of data that can be retrieved later. The data can be
attacked during its transmission and at the time of
retrieval. In this model, network layer transfers data to
the cloud servers to process data where data is
transferred by establishing secure channel to follow
proposed authentication process through which each
lobject is identified and their data contents are checked
‘within the network. Furthermore, this layer includes
cloud gateway that provides data driven Application
IProgramming Interface (API) for collecting data from
objects and route data to the servers for analysis. Cloud
‘gateway safely transmits data from objects to servers
ffor storage and data analytics that includes Access
Control List (ACL) management. Server is the
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processing data center that will provide secure analyt@
services and server is also responsible for managing
and evaluating reports, visualization, and queryin

data. Server maintains data and manages the ACL o

each object's previous contributions. New analytical
techniques support querying of data according to user
requirements. Server maintains the status of eachl
object and check the ACL for granting services to the
users. Servers perform data mining techniques for
knowledge discovery and real time analytics [xxxiv].‘
Data collected from diverse sources may be structured,|
unstructured or semi structured. We suggest a process
for authentic access of database so that data may be
accessed by authorized administrator and users only
For prevention of fraud in databases data mining
techniques are implemented for fraud recognition.
Preprocessing techniques of data are used for fraud
recognition, validation, error modification and access
control. Logistic regression is performed for managing
the concurrency in the database. Managing dat

integrity constraints is the main challenge for
specifying the uniqueness of data in database and it isl
well tackled in this proposed model. |

C. Application Layer |
Visualization is requested from end users to view,
reports of analysis and to get response of their queries.
Data is managed from the start their will be no issug|
regarding processing of data. By using data delivery
techniques and principles end users can visualize data‘
that is authentic, secure, protected and according to the|
users standard. Data delivery techniques minimize
latency, increase throughput of the system and provide‘
faster retrieval of the data. The proposed model
provides ACL for managing the access rights of each
user. Only those who have certificate including the
access list for interaction can gain access to services.
Different applications have many complex security
issues e.g giving reports to unauthorized person. In lo
environment it has become difficult to capture fake‘
objects consequently new technologies are required for
overcoming these situations. Application Layer
Security challenges include authentication an(il
restricting data access, dealing with large amount o
data, providing data recovery and identityl
authentication. Sensing devices are sending dat
continuously so it becomes difficult to store massive
amount of data. Therefore, protection of this massivel
amount of data is difficult. By following this process‘
each object can have better privacy enhancing
interaction and can gain services in a more secure way. |

As security and privacy issues are very serious‘
concern that should be considered immediately. Since
IoT technology deals with vast amount of personal and|

V. FUTURE DIRECTION\

‘its physical environment so significant solution for the
security issues are required. The proposed model will
Protect physical and logical environment from any kind
of theft and attacks. The smart devices that have
embedded sensors will be identified for secure
communication. However, new security technologies
for the identification and data protection will be helpful
in this regard. Designing new interfaces and security
&rotocols for lightweight sensor devices in IoT network
ould be favorable and beneficial. Participants should
also have knowledge and security privileges of the
system. Future work also includes the deployment of
proposed model in IoT based smart university and new
security mechanism for lightweight [oT devices will
also be targeted.
|
| VI. CONCLUSION

| ToT vision allows humans and machines to be
connected with anything, anyone, anywhere and
anytime. [oT devices can be part of any wireless sensor
networks or wired networks simultaneously. Anyhow
E\’1nain concern of [oT is to create smart spaces like smart

ome, smart grid, smart transportation, smart traffic,
lsmart cities and smart health for users. IoT concept is
‘increasing speedily while facing different challenges;
such as assuring availability and reliability, creating
business models for interconnection of devices,
security and privacy challenges for providing secure
communication between devices. Intensive literature
review has been conducted to identify and investigate
various security and privacy challenges encountered by
he ToT environment. Hence, security architecture has
been designed to elaborate the current security and
rivacy challenges faced by IoT technology. Different
challenges being faced by IoT layers have been
‘identified in the current investigation. Moreover
important security and privacy challenges were
outlined like object identification, authentication,
authorization, privacy, network security etc.
&dentiﬁcation is the most important challenge as
verifying fake objects for secure communication. This
‘study proposed a Security Enabled Model (SEM) to
cope with the outlined challenges and make IoT
environment more secure and efficient. SEM ensures
security at each layer of loT moreover perception layer
includes authentication process for the secure
lcommunication between sensors and Application
Frogramming Interfaces (APIs). A part of
authentication process is identification of objects and
imanaging ACL for access rights, further it will provide
better protection from malicious objects and

anipulation of confidential data. Network layer that
emphasis on data security so that data will be
transferred from authentic objects through secure
channel, moreover it will become easy for server to
maintain security. Server also includes security process

private data with the power of insure abilities tocontrol, {0 manage unauthorized access through reference
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visualization of data to provide services to its intended|
users. To sum up, it was identified that data will be
collected from secure objects which lead towards a
secure network communication by using firewall and
load balancer. Transferring data from secure objects
towards server that includes secure database for the
storage and analytics is another feature of this model.
Server manages reference monitors and certifies
authorities. Eventually, passing from secure server
towards end users, data will be protected by‘
implementing this model. Besides, in order to create
most secure IoT environment we need more encryption
algorithms and their implementation. Only authorizedw
users can get the desired services through the proposed
model.
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